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1 Executive Summary  

This document presents the status of the work under Work Package 9 (WP9) ς Presenting History - at 

the end of the third year of activity of the 3D-COFORM project. The activities follow the original plan 

drafted in the project Description of Work (DoW).  

Major activities performed and results obtained in the third year are: 

 The VSL (Visualization Support Library) has been stabilized with numerous improvements on the 

VSL extensions, especially the render nodes.  

 The VSL Nexus extension now additionally supports the rendering of large point clouds using a 

recently published algorithm. There is a new client for WebGL-based rendering of Nexus models.  

 The VSL BTF extension now supports multiple light sources. BTF streaming was greatly improved, 

with a best paper publication at VAST 2011. 

 The lack of a streaming server flagged in D9.2, the Year 2 report on WP9, was resolved since the 

new RI indeed provides HTPP streaming support; this has already been tested with streaming 

Nexus data. 

 The VSL GML extension provides support for time-dependent animations and richer behavior. 

 The Unity3D engine is examined as a possible new way to publish rich interactive experiences. 

 The CommunityPresenter was released and is already used in first pilot use cases.  

No major problems or deviations arose during the third project year. The activities are going to continue 

in Year 4 according to the plan described in the Description of Work (DoW). However, some minor 

adjustments had to be made: 

 The restructuring performed in the Repository Infrastructure - RI (see D3.3 ς Third Year Report 

WP3 for the details) has generated a delay in the integration of the VSL (T9.1 Visualisation nodes 

for supported artefact representations) with the RI. Nonetheless, this delay did not impact the 

overall progress of the activities and the planned integration has already started after the RI was 

released (Month 35). 

 In T9.3 Visualization and navigation tools for public dissemination, the authoring tool for interactive 

3D experiences is not yet released since extensions had to be made that allow interactive time-

dependent animations to be scripted using GML. 

 The work in T9.4 Perception-aware experiments and guidelines is delayed because of temporary 

shortages of staff in Year 3. The problem was recently solved, and work in T9.4 now continues at 

normal speed. 

The overall organization of the document is as follows: Section 2 gives a brief presentation of the project 

structure, how WP9 activities and tools are located in the overall framework of the project, and relations 

of WP9 components with respect to the other components developed in 3D-COFORM. Sections 3, 4, 5 

and 6 presents in detail the work done in Year 3 and the results obtained in tasks T9.1, T9.2 Complexity 
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reduction for public and web presentation, T9.3, T9.4. Section 7 reports on the milestones; some 

concluding remarks are presented in Section 8. Finally, publications are listed in Section 9. 
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2 WP9 ɀ Presenting History ɀ Detailed description of 

work   

The 3D-COFORM framework and its components have been divided into four strands:   

1. Acquiring and Processing (A&P), encompassing the developments in WP4/WP5  

2. Integrated Viewer/Browser (IVB), encompassing the developments in WP6/WP7  

3. Modelling and Presenting (M&P), encompassing the developments in WP8/WP9  

4. Repository Infrastructure (RI), encompassing the developments in WP3  

The central topic of WP9 is to provide the technical infrastructure for rendering and presentation, that 

is, to display 3D digitized Cultural Heritage (CH) artefacts in high quality on computer screens. Thus, WP9 

is one exit of the processing chain, as it takes data out from the repository and arranges them for public 

presentation. The strategic importance of WP9 is that it raises public awareness for the value of digital 

CH artefacts. 

2.1 Task organization  

According to the Description of Work (DoW) the activities originally planned for Year 3 are (page 92): 

D9.3 [Month 36] Third year report on WP9 

 T9.1: Visualization nodes ς Interactive rendering of massive scenes with different types of artefacts 

 T9.2: Complexity reduction ς Streaming works for 3D artefact geometry and for complex materials 

 T9.3: Public presentation ς Deployment of interactive presentations to location-based kiosks works 

 T9.4: Perception-aware experiments ς Second suite of experiments + Conclusions drawn 

Furthermore, the following two Milestones were to be met: 

 MS.9.4 ς Month 36:  Interactive rendering heavily optimized with respect to quality based on 

assessment experiments 

 MS.9.5 ς Month 36:  Functionality for meaningful story-telling and navigation is available, 

with easy-to-use authoring tools 

Now, a brief overview of each task is given, in order to characterize it and to put it into its context: 

Task 9.1, "Visualization nodes for supported artefact representations" 

 The 3D rendering infrastructure for the whole project is based upon the OpenSG scene graph. 

 Standard OpenSG is unable to render the novel 3D-COFORM shape and material representations. 

 OpenSG is extensible, so partners have to provide OpenSG extensions for loading and rendering. 

 OpenSG programming can be complex and tedious, so we need a middleware. 
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 The Visualization Support Library (VSL) combines all extensions from the individual partners. It 

provides a central manager component for CH data and a wrapper interface for easier scene graph 

programming on the C++ level. The OpenSG extensions are: 

o Nexus:   Adaptive LOD rendering for massive triangle meshes of several hundred MBs  

o BTF:  Complex materials, much richer than just one texel / surface point  

o GML:  Procedurally generated shapes that can be dynamically changed at runtime 

o PRT:  Precomputed lighting, is in fact not a node but works on the scene level 

o CityEngine: Entire cities can be generated and must be exported / transmitted 

o (Multi -view and In-hand scanning):  (abandoned, needs no special node but uses Nexus) 

 The VSL is used by all 3D-COFORM tools that need to render 3D content, e.g. the IVB and 

SiteExplorer developed in T7.1 - 3D Model Viewer/Browser/T7.3 - Integration of 3D-COFORM 

Browser, and the CommunityPresenter from T9.2.  

Task 9.2, "Complexity reduction for public and web presentation" 

 Technically, T9.2 is an extension to T9.1. While T9.1 provides the basic infrastructure, T9.2 handles 

special cases such as streaming and web transmission, and advanced LOD and culling. 

 Some datasets, like massive meshes, or full-scale complex materials, are several hundred MBs in 

size, so downloading before rendering would take too long.  

 Solution: Progressive rendering, detail is continuously added by streaming. 

 Equivalent to simplification, if at some point the transmission is stopped.  

Task 9.3, "Visualization and navigation tools for public dissemination" 

 Through T9.3, the digital CH content from 3D-COFORM will reach a mass audience. 

 Museum kiosks require extremely simple and powerful 3D interaction. The challenge is to limit the 

freedom of navigation just enough such that even untrained and elderly people can inspect 3D 

ƻōƧŜŎǘǎ ǿƛǘƘƻǳǘ ƎŜǘǘƛƴƎ Ψƭƻǎǘ ƛƴ о5Ω ƻǊ ŦŜŜƭ ƻǘƘŜǊǿƛǎŜ ŦǊǳǎtrated.  

 The second challenge is the authoring problem: Digital exhibitions are to be created by museum 

staff, so no programming whatsoever shall ideally be required to display 3D objects 

 We provide an authoring tool for museum creators to easily set up good-looking 3D scenes  

Task 9.4, "Perception-aware experiments and guidelines" 

 Twofold purpose: User studies and guidelines for best use. 

 User studies among CH practitioners to assess the suitability of authoring tools 

 User studies with untrained and elderly people to assess that 3D navigation is not frustrating 

 From this, guidelines for CH professionals on how to achieve the best results from WP9 tools.  
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3 Task 9.1 ɀ Visualization nodes for supported artefact  

representations  

3.1 Work planned  

The following text is a slightly rephrased and compacted ǾŜǊǎƛƻƴ ƻŦ {ŜŎǘƛƻƴ оΦпΣ άtƭŀƴǎ ŦƻǊ ǘƘŜ ƴŜȄǘ 

ǇŜǊƛƻŘέ (related to T9.1), of deliverable D9.2, the Second Year Report of WP9. 

The main issue planned for Year 3 is to connect the VSL to the Repository Infrastructure (RI=OR+MR) 

from WP3, which entails solving the download of complex scenes and upload of client-generated scenes 

to the RI. Besides this, various rather technical issues were detected in Year 2 to be worked on in Year 3. 

VSL manager:     (UoB) 

 Load balancing: Scene-ƭŜǾŜƭ [h5 ŀŘƧǳǎǘƳŜƴǘΣ ǊŜǇƭŀŎƛƴƎ άƘŜŀǾȅέ ƻōƧŜŎǘǎ ƻƴ-the-fly by impostors. 

 Loading a scene: The OpenSG loader for COLLADA does not know about the extended node set of 

VSL. Currently we are using a patched loader, but we need a deeper and cleaner solution.  

 Repository integration: A COLLADA scene may be generated as response, e.g. of a semantic query. 

Such a scene contains references (URLs) to OR objects that need to be downloaded (cascaded). 

 Saving a scene:  OpenSG allows for interactive scene manipulation, e.g. adding/removing objects. 

Saving the changed scene as COLLADA is not trivial since the semantic structure must be preserved. 

VSL extension: Nexus    (ISTI-CNR) 

 RI integration: Retrieval of multi-part files exploiting the grouping facility of the OR 

 Texturing: Projected textures for multi-resolution geometry need clever blending to ensure the 

boundary between textured regions looks good at all combinations of resolutions. 

 PRT integration: Pre-computing the surface-to-surface light interaction is difficult if the surface has 

multiple resolutions. We will exploit the division into patches for resolving this. 

 BTF integration: BTF requires per-vertex texture coordinates, whereas Nexus supports only 

projective texturing. We will have to find ways to make both compatible. 

VSL extension: BTF    (UBonn) 

 Multiple light sources: We need more efficient ways of dealing with multiple light sources than 

rendering one BTF pass after another. 

 BTF integration: Great potential has the integration of the BTF color information of the surface with 

the PRT illumination method from FhG-IGD. UBonn has already started cooperating with FhG-IGD.  
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VSL extension: GML    (TU Graz) 

 Procedural texturing: Currently projective texturing is the only way to texture a procedurally 

generated shape. Texture coordinates give more control but are difficult to generate (atlas). 

 Saving models with changed parameters: Develop a COLLADA extension that allows storing the 

instance parameters of the generative models in an OpenSG scene directly in the COLLADA file. 

VSL extension: PRT    (FhG-IGD) 

 PRT integration issues: The lighting computations can interfere with the dynamics of the scene 

when objects are moved or, even worse, when their shape changes at runtime (GML objects).  

 The PRT pre-processor has not yet been ported to OpenSG2. This is the main task for Year 3. 

VSL extension: CityEngine   (ETHZ) 

 Optimization of the server-based generation of large amounts of COLLADA files. One option is 

progressive refinement, i.e. transmitting more distant parts of the model in coarser level of detail.  

 Extended editing features: Extend the metadata in the generated COLLADA models to allow for 

better interactive editing of CityEngine scenes, e.g. in the terrain and GIS/building footprint layers. 

VSL non-extension: Minidome and in-hand scanning  (KUL) 

 Integrated Nexus generation: Investigate integration of the authoring tools for the Nexus node, i.e. 

the nxsbuilder and the nxedit, combined with RI integration of the generated Minidome models.  

3.2 Work performed  

The VSL manager     (UoB) 

The main progress involved the release of a stable binary and debug version (32 bits) of the Visualization 

Support Library (VSL). This was made available for integration to partners developing viewers for the IVB 

and Site Explorer via an exe file and via SVN in Month 26. The buildbot system was also fully set up to 

support collaborative work on the development of the VSL.   

Further developments in the VSL included the support of impostors based on textures which can be 

ǳǎŜŘ ǘƻ ǊŜǇƭŀŎŜ άƘŜŀǾȅέ ƻōƧŜŎǘǎ ƛƴ ǘƘŜ ǎŎŜƴŜΦ ¢Ƙƛǎ Ŏŀƴ ōŜ ǳǎŜŘ ƛƴ ŎƻƳōƛƴŀǘƛƻƴ ǿƛǘƘ ǘƘŜ ±{[ ǘƻ ǎǳǇǇƻǊǘ 

interactive rendering of massive scenes. 

VSL extension: Nexus   (ISTI-CNR) 

Numerous improvements were made during Year 3 on the rendering method as well as on the stand-

alone processing applications (nxsbuilder and nxedit).  

 Point cloud support: Point clouds are of great importance as shape primitive prior to mesh 

generation. Many methods exist that create only a set of 3D points that cannot easily be 

triangulated, e.g. the sparse point cloud from bundle adjustment of image-based features); point 
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clouds can easily be combined without fusing step; they can be easily edited, have no self-

intersections, etc. Due to the increasing need for a direct point cloud renderer, Nexus was 

extended. The Nexus processing applications can now deal with point clouds. Into the Nexus render 

node a recently published point cloud rendering algorithm was integrated [Pintus et al., 2011]. For 

an example with 800M points see Figure 1.  

Note that point cloud rendering was not originally planned as part of T9.1. We have reacted to the 

increasing demand for efficient rendering of point clouds that has emerged during the project. 

 Robustness improvements: It turned out that CH models cannot always be guaranteed to have a 

consistent surface; in fact, they can be heavily non-manifold. This is difficult to handle for the 

simplification algorithm that is based on quadric error metrics (QEM). With the robustness 

improvements even very difficult cases such as the hat in Figure 2 can be successfully converted 

into a multi-resolution mesh. Large models are illustrated in Figure 3 and Figure 4. 

 Documentation: The Nexus source code has been published on the web under the address 

http://vcg.isti.cnr.it/nexus, along with documentation of the Nexus commandline tools (nxsbuilder, 

nxsedit), Nexus file format, Nexus API, man pages, and a sample rendering application (nsxview). By 

the end of the year a technical report will be added to the documentation to explain in detail the 

various algorithms and techniques used within Nexus. 

 Mobile implementation: The rendering algorithm has been ported to IOS (Apple iPhone and iPad) 

to allow interactive inspection of high-quality multi-resolution models on mobile hardware. We are 

currently benchmarking and optimizing the code to make best use of the limited hardware.  

 

          

Figure 1: Nexus with point cloud rendering. The point cloud of the cathedral of Pisa has 800M points. 

http://vcg.isti.cnr.it/nexus
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Figure 2: V&A Hat. Geometrically very difficult, heavily non-manifold test case. After robustness 

improvements, it can now be successfully converted into a multi-resolution representation. 

    

Figure 3: Rendering a massive multi-resolution model: Zamani cave with 150M triangles 

    

Figure 4: Rendering a massive multi-resolution model: Portalada model with 200M triangles 
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VSL extension: BTF   (UBonn) 

The BTF material core has been extended to support multiple point light sources. Figure 5 illustrates the 

effect of illuminating a digital replica of an artefact by several light sources which can be arbitrarily 

placed by the user. Furthermore, the tool allows the user to switch off light sources (see Figure 6), which 

then are shown as black spheres. White spheres denote light sources that actively illuminate the scene. 

In fact, an arbitrary number of lights can be placed within the scene and lights can be moved 

interactively (then their attached coordinate system is shown) as is also shown in Figure 6. 

     

Figure 5: Adding light sources. Left, middle: Light from the sides. Right: Lights from both sides combined. 

    

Figure 6: Multiple light sources. Left: The black dot (top) shows that the light source is switched off; 

bottom: it is switched on. Right: Illumination by three light sources which can be arbitrarily placed. 

While moving a light source to change the appearance of the object the coordinate axes are shown.  
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VSL extension: GML   (TU Graz) 

During Year 3 we have worked on important usability issues that emerged during the use of that 

extension.  

 Maintenance: The GML extension was ported to 64 bit and the most recent version of OpenSG 2  

 Animations and time: The registration of per-frame callback functions was realized. It has access to 

predicting timers that enable smooth linearized motion even in case of uneven frame render times. 

¢ƘŜ ŦǳƴŎǘƛƻƴǎ Ƴŀȅ ǳǇŘŀǘŜ ǘƘŜ hǇŜƴ{D ǎŎŜƴŜ ƎǊŀǇƘ ƛƴ ƻǊŘŜǊ ǘƻ ōǊƛƴƎ о5 ǎŎŜƴŜǎ άǘƻ ƭƛŦŜέΣ Ŝ.g., using 

ambient motions (Figure 7). Animations can also be triggered by user events (mouse click), which 

enables objects to exhibit rich behaviours, and also allows for cascading animations.  

 Convex Polyhedra (CPs): CPs have proven extremely useful for modeling. CPs exist in the GML 

modeling engine, but additional work was required to fully integrate them into the OpenSG render 

framework: Bounding box information, efficient ray intersection, render time, synchronization on 

OpenSG level and on GML level (multiple GML nodes with CPs in the OpenSG scene).  

 Deformable Convex Polyhedra: CPs are volumetric shapes that are similar to stones and therefore 

well suited for architectural applications. However, their faces are flat (planes). This limits their 

usefulness as even the slightest bending requires many subdivisions. To overcome that limitation 

we have developed a method to apply freeform deformations to CPs. It uses screenspace CSG to 

clip away excess geometry at doubly deformed edges (see D8.3, the WP8 report on Year 3). This 

solution is based on shaders that had to be ported in an OpenSG conforming way (Fig. 8).  

 Camera interaction: We have realized a method to improve the look and feel of the interactive 

navigation. The new behavior can be switched on to replace the OpenSG standard interactor. The 

same interface also gives scripting access to the camera, for camera animations and smooth 

blending. It is also possible to restrict the interactive camera movement on the script level. 

 

   

Figure 7: Time-controlled scene graph animations. Left: Bricks are unfolded quickly but in a synchronized 

manner. Right: Smooth mass animation test to resolve some temporal aliasing issues. 
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Figure 8: Deformable convex polyhedra. With slight deformations greater expressiveness can be 

achieved without the need to partition solid parts into excessively many convex sub-parts. 

 

VSL extension: PRT 

During Year 3 the work of porting the PRT pre-processor from OpenSG1 to OpenSG2 was started and 

partly finished. This work includes the following tasks: 

1. Porting of scene graph access and conversion of geometry data to internal ray tracing acceleration 

structures 

2. Porting of material definitions / shaders 

3. Development of automated material conversion for the available test models 

4. Development of automated geometry optimization for the available test models 

Since PRT is a scene-level computation it needs tighter and more complex integration into the OpenSG 

scene graph than the other extensions. While task 1 is mainly finished for shadowed transfer (direct 

lighting), general material handling and automated conversion has proven to be more complex than 

expected and is not completed at the time of this writing. However, we expect first results of the 

OpenSG2 pre-processing to be available for the review. The finished part of PRT in OpenSG 2.0 was 

provided to partner UoB in form of source code and has been integrated into the VSL.  

VSL extension: CityEngine  

Since CityEngine is a complex piece of software it was decided in Year 2 to resort to a server-based 

solution. The client sends the grammar description to the server and receives a (possibly large) COLLADA 

file containing the actual geometry of the buildings. The buildings in this file carry metadata information 

that links back the building to the RI, in particular to the semantic network. Furthermore, there is a link 

to the describing grammar, which then allows parameter variation of the buildings on the client side. 

During Year 3, the CityEngine visualisation node has been extended to allow the editing of building 

footprints and parameters directly inside the VSL/IVB visualization node (see Figure 9). This has been 

achieved by storing the building footprints in a KML file together with the actual COLLADA model. The 

transmission of the scene data has been changed to KMZ which is a compressed archive of KML, 

COLLADA and texture files. The VSL node performs caching to avoid unnecessary data transmission. 
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Figure 9: Views into a scene consisting of CityEngine buildings and a Minerva statue rendered with the 

NEXUS node. Building parameters such as "height", "type" etc. can be edited interactively. 

 

3.3 Deviation s from work plan  

D9.3 from the DoW (page 92) promised for T9.1 in Month 36: Interactive rendering of massive scenes 

with different types of artefacts. This has been accomplished.  

The main deviation in T9.1 from the work plan for Year 3 was that the integration with the Repository 

Infrastructure (RI) could not be carried out because in Year 3 the RI was completely restructured. Since 

the RI is available since Month 35, this important work can now start. Nonetheless, the delay has also 

generated positive impacts, since (a) important improvements could be made to the individual VSL 

extensions, and (b) the issue with the missing streaming server mentioned in the Year 2 report (D9.2, 

section 4.1 on T9.2) was elegantly resolved: the new ORv3 directly provides streaming access via HTPP.  

 UoB  There was less progress than expected in this task due to shortages of staff. One 

member of staff was on maternity leave in Months 21 to 25 and another member of 

staff left the project in Month 30. A new software developer was recruited in Month 

36.  

 ISTI-CNR  No deviations from plan. 

 UBonn  No deviations from plan. 

 TU Graz Promised for Year 3 were (a) procedural texturing and (b) saving of parametric 

models whose parameters were interactively changed. But it turned out that it was 

more important to create sound prerequisites before working on (a) and (b), both of 

which therefore had been shifted to Year 4. We have already started working on (b) 

in Month 36.  

 FhG-IGD Porting from OpenSG1 to OpenSG2 of material definitions/shaders (material 

conversion) and geometry optimizations for PRT are still on the way. 
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 ETHZ No deviations from plan. The deliverable is on track and undergoing integration. The 

tool should be ready to demo in the February 2012 review meeting.  

3.4 Plans for the  next period  

The most pressing work in T9.1 for the beginning of Year 4 now is to connect the VSL to the Repository 

Infrastructure (RI=OR+MR) from WP3. Most of this work should in fact be carried out before the Year 3 

review in Month 39 (download of complex scenes from the RI, upload of client-generated scenes to the 

RI).  

VSL manager:     (UoB + all T9.1 partners) 

 Load balancing: Improve scene-ƭŜǾŜƭ [h5 ŀŘƧǳǎǘƳŜƴǘΣ ǊŜǇƭŀŎƛƴƎ άƘŜŀǾȅέ ƻōƧŜŎǘǎ ƻƴ-the-fly. 

 Loading a complex scene: A COLLADA file references other files that may have to be downloaded. 

 Repository integration: As-automatic-as-possible download of referenced files from the OR. 

 Saving a scene:  as COLLADA including the semantic structure of the objects (in <extra>). 

VSL extension: Nexus    (ISTI-CNR) 

 Improving the compression: The compression of massive multi-resolution meshes has greatly 

improved in robustness. However, now speed is an issue that needs to be worked on. 

 Texturing: We will proceed with improvements to the management of multi-resolution geometry 

and with adding support for textured models.  

VSL extension: BTF    (UBonn) 

 Advanced light sources: The BTF core should also support spotlights and directional lights.  

 PRT integration: Illumination via environments lights (PRT method from FhG-IGD). 

 Shadow mapping is extremely important for a plausible reality perception and will be worked on. 

VSL extension: GML    (TU Graz) 

 Texturing procedural models: Generate texture coordinates (in addition to projective texturing). 

 Saving models with changed parameters: Storing a scene with generative models in a COLLADA file. 

VSL extension: PRT    (FhG-IGD) 

 Resolve OpenSG migration issues: Porting material definitions/shaders and geometry optimizations 

 Illumination of dynamic scenes: A method to update the PRT illumination in changed scene parts. 

VSL extension: CityEngine   (ETHZ) 

 This deliverable is largely completed. The focus of the next period will be integration and testing. 

But voluntary improvements might be considered as there are many options for optimization. The 

model could be transmitted in multiple resolutions (if available in the grammar) to enable camera-
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dependent LOD switching in the VSL/IVB. Another approach is to transmit at first only nearby 

buildings and to delay the loading of models further in the background. 
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4 Task 9.2 ɀ Complexity reduction for public and web 

presentation  

4.1 Work planned  

The following text is from Section 4ΦпΣ άtƭŀƴǎ ŦƻǊ ǘƘŜ ƴŜȄǘ ǇŜǊƛƻŘέ (related to T9.2), of deliverable D9.2, 

the Second Year Report of WP9. 

According to D9.3 from the DoW (page 92), the promised Month 36 milestone for T9.2 is that streaming 

works for 3D artefact geometry and for complex materials after Year 3. This will in fact not be a great 

problem, since the basic technology is almost available from ISTI-CNR and UBonn. Partners KUL and TU 

Graz will consider investing their T9.2 resources in the realization of a streaming server that can be 

integrated with the RI. Since partner TU Graz is developing the OR, the know-how is available. 

4.2 Work performed  

Streaming of BTF models (UBonn) 

For bringing CH content to the public audience we have developed a novel technique for progressive 

streaming and rendering of digitized artefacts where reflectance data is represented via BTFs. Hence, 

the deliverable was completed in time. The details of this approach are described in the corresponding 

publication from the VAST 2011 conference [Schwartz et al., 2011].  

Figure 10 (left) shows the browser interface. After about one second of data transmission, a first 

preview of the digitized artefact is shown, which is already of acceptable quality. It is refined during the 

further transmission (Figure 11). Throughout the whole visualization process, the user is able to 

interactively inspect the artefact, and additionally to change the light position (Figure 10, right). 

      

Figure 10: Left: Screenshot of the browser application. Right: Interactive inspection with moving light. 






















