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1 Executive Summary

This document presents the status of the work under Work Package 5 (VBI3)Artefact
Processing at the end of the fourth yar of activity of the 3BCOFORM project.

The activities followd smoothly the original plan drafted in the project Description of Work
(DoW). Year das beena period for performing the final assessments and making the final
changes (bug fixing, modificatis requested by user, etdgr most of the toolsdeveloped in
WPS5,including the activities related tthe delivery of final releases of all the toola.some
cases, we also had technical improvements (e.g. T5.1, T5.3).

Major activities performed andesults obtained in the fourth year are: the final version of
MeshLab, which includes now a complete colour processing and mapgppiine, an
improved core and a searching mechanism to improve usaghiligy delivery of the shape
analysis componenta finalizedprocessing pipeline for the procedural modelling of landmark
buildings; finally,an improved status of the research on fitting and measuring digital 3D
models.

No major problems or major deviations arose during the fourth project year.

The overall oganization of the document is as follows. Section 2 gives the usual brief
presentation of the project structure, how WP5 activities and tools are located in the overall
framework of the project, and relationships of WP5 components with respect to ther othe
components developed in 3ADOFORM. Sections 3, 4 and 5 present in detail the work done and
the results obtained in the three tasks of WP5 in Year 4. Section 6 reports on the milestones;
some concluding remarks are presented in Section 7. Finally, tHeatitns produced in Year

4 are listed in Section 8.
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2 WP 5z 3D Artefact Processing - General
description of work

The 3BCOFORM framework and its components have been divided into four clusters:
Acquiring and Processing (A&P), encompassing the develdprimeWP4/WP5
Integrated Viewer/Browser (IVB), encompassing the developments in WP6/WP7

Modelling and Presenting (M&P), encompassing the developments in WP8/WP9

P Wb PE

Repository Infrastructure (RI), encompassing the developments in WP3

The central topic o¥WP5 isshape processingnd analysis On one side, transforming sampled
raw data ino high quality digital representationg.e. all the geometric algorithms needed to
process raw data and geometbased representations); on the other side, developing a
number of functionalities (segmentation, feature detection, component matching) which allow
structuring ofthe geometric data making it possible to implement more sophisticatieape
analysisor detectsemantic correspondencégtween different shapes or séons of a given
model. In the latter case, an important contribution will be a methodology for turning 3D
reconstructions into procedural models.

All tools interoperate with the repository (WP3): input data will be read from the repository
(retrieved) am modified models will be uploaded back (ingested, which will include storing
back both geometry and provenance data).

In most cases, input data for the tools designed in WP5 are:

1 raw data coming from 3D scanning devices or from ARC 3D (production 8Dralata
from images), stored in the Repository Infrastructure;

1 3D meshes of whichever origin, also stored in the Repository Infrastructure.

The Repository Infrastructure is therefore the common data source for all the components and
algorithms designed animplemented in WP5. It is also the sink used by all of the WP5
components for uploading the results produced after processing the input data, enriched by
the relatedprovenance metadat#hat will encode the specific processing action executed over
the 3Ddata.

Thecomponentdesigned and implemented in WRre initiallydescribed in deliverable D3.1
¢ First Year Report on WR3Repository Infrastructure, where the reader can find a detailed
description of all the intecomponents interactions; functionaspecifications were also
presented in tlat report.
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2.1 Task organization and planned work

The activity of WP5 is subdivided into three tasks. The activity planned in the fourth year for
the three tasks has been defined in the Description of Work (DoW) dotuasefollows:

Task 5.1¢ Processing tools for meshased models
1 MeshLab: delivery of the final release of MeshLab and of the final documentation.

Task 5.2; Methods for shape analysis
9 Shape Analysis Component: delivery of the final release and ofnledibcumentation.

Task 5.3 Fitting procedural models to classify acquired 3D models
9 Release the final version ad the final documentation.

2.2 Work performed

The work performed in the fourth year of activity is described in the followingptehns,
focusing on each singleas$k.
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3 Task 5.1 z Processing tools for mesh -based
models

3.1 Activities and results in Year 3

According to whatvas stated inthe Description of WorkOoW) and deliverable D5.3 (Third
Year Report), the expected objectives of Task 5.1 in&eeere declared as follows:

1 New versions of MeshLab will be delivered during the fourth year. The colour projection
pipeline will be further improved, by adding the correspondences based image
alignment and new mechanisms to improve colour projectiden@il quality masks,
preservation of fine colour details).

1 Watermarking filter: debugging and testing will continue during the last year of the
project.

1 Colour mapping feature (Breuckmann software): the implementation of the new colour
mapping features Wllibe finalized in Year 4.

Progress achieved in the fourth project yaardescribed in the following sectians

3.2 MeshLab

3.2.1 Further development of MeshLab by CNR -ISTI

The fourth project year was not only a year devoted to debugging, fixing and dissemination.
CNRISTI continued to work on the evolution and improvement of MeshLaliollywing the

initial plan but also by adding new work which resulted from user requests or from new ideas
of the MeshLab design staff. Wietroduced: new features in theMeshLab are, new tools for

point cloud managemerdnd, finally, consolidatethe colour mapping pipelinfoy exposing an
additional filter to obtain an automatic parameterization and texturing of a 3D model starting
from a set of registered images). All these rfeatures had been released along with MeshLab
1.3.2in August 2012. We present them in more detail in the following.
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New MeshLab core features

The number of plugins included MeshLab increased significanily the past yearslf we
consider usabilityve might say this number increased excessively making the learning ramp
steeper MeshLabvers1.0 released in Mrch 2007 included only 15 plugins. In MeshLab 1.3.2
the plugins number reached 70 with more than 250 filters exposed. These numbers strongly
influence the usability of MeshLab, causing an overcrowding in the MeshLab menus, especially
in the Filtersone. Abeginneruser of MeshLab could easily feel disorientelile browsing the
MeshLab mens| wasting an amount of time ongearchingor the desied feature.

Render View Windows Tools Help
; Apply filter CtrleL

Shouw current filter script

FOV: 60
FPS: 1138

e o] lel o

Iso Parametrization Remeshing
Iso Parametrization Save Abstract Domain
Iso Parametrizztion transfer between meshes
Marching Cubes (APSS)

Marching Cubes (RIMLS)

Mesh aging and chipping simulation

Planar flipping optimization

Points Cloud Movement

Quadric Edge Collapse Decimation

Quadric Edge Collapse Decimation (with texure)
Refine User-Defined

Simplfication: MC Edge Collapse
Subdivision Surfaces: Butterfly Subdivision
Subdivision Surfaces: Catmull-Clark
Subdivision Surfaces: LS3 Loop

Subdivision Surfaces: Loop

Subdivision Surfaces: Midpoint

Surface Reconstruction: Ball Pivoting
Surface Reconstruction: Poisson

Surface Reconstruction: VCG

Tri to Quad by 4-8 Subdivision

Tri to Quad by smart triangle pairing

Turn into Quad-Dorminant mesh

Turn inte @ Pure-Triangular mesh

Uniform Mesh Resampling

Vertex Attribute Seam

Voronoi Filtering

Voronoi Vertex Clustering

Zippering

Selection »

E::;"sz:’::i‘::: : Simplfication: MC Edge Collapse

Remeshing, Simplification and Reconstruction 4 Alpha Complex/Shape Transfer Viertex Attributes to Texture (between 2 meshes)
Polygenal and Quad Mesh »

(nly:rmm" U . Zi::::w Quadric Edge Collapse Decimation

Smocthing, Fairing and Deformation ' Clustering decimation Quadric Edge Coellapse Decimation (with texture)
Quality Measure and Computations 3 @

Normals, Curvatures and Orientation » Crease Marking with NonFaux Edges

Mesh Layer 4 Curvature flipping optimization

Raster Layer r Cut mesh along crease edges

Range Map 4 Delaunay Triangulation

Point Set e Iso Parametrization

Sampling 4 Iso Parametrization Build Atlased Mesh

Texture e Iso Parametrization Load Abstract Domain

Camera 3

T

simpliﬁ

Figurel: A MeshLab menu could discourage a@&qpert user (lefmost image). The SearchBox too

(right)
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In order to significantly improve the MeshLab usability a new search $sa¢hBo® has been
introduced in MeshLab 1.3.20 allow the user to search for a filter by just typing a few
terms/words in natural language

SearchBoxdoes not index only the menu labels containing the filters ngnhbeit also the
additionaltextualinformation provided by the filter authore.g. commentxplaining what the
filter is intended to do. In this way it can be also used as a feasible tool for-axpett
MeshLab user to discover featursgpported byMeshLab.

As an examplekigurel shows a MeshLab user looking for a simplification algoritian they
want to apply to aloaded mesh. Unfortunatelythe overcrowdedRemeshing, Simplification
and Recostructioormenu could generatea sense of los$o the not-expert user. Usig the
SearchBoxool (typing just "simplif*)the user can easily find all the simplification algorithms
exposed by MeshLab, discovering also that @ueadric Edge Collapse Decimatfdter could

be useful fortheir purposes

 Meshiab 326t v1338TA - Project SN . T .

@ File Edit Filters Render View Windows Tools Help

NFec9Ess O 0@ @00 o OE8Hs /BTG :€sa€mM® X ¥

Manipulator

Rotate around Mesh Origin

viewport -

LEFT CLICK and DRAG to rotate - hold SHIFT to snappress X Y Z to select an axis - press SPACE to pivot on BBox center
press RETURN to apply, BACKSPACE to cancel

Non Manifold Edges

18 non manifold edges

72 faces over non manifold edges

Non Manifold Vertices

83 non manifold vertices
482 faces over non manifold vertices

Figure2: RealTimeLog can be used both to provide info on a mesh and/or to give an on
help to the plugin user.

10
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A new onscreen real time logger systerRdalTimeLoghas beeralsointroducedin MeshLab
1.3.2.TheRealTimelgis a useful mechanism to easily provide to the user dynamiscoeen
information on the mesh attributes as the mesh process evolves. All the information presented
inside theRealTimeLogs automatically updated by the MeshLab core every time that a mesh
element changes. More thaone RealTimeLogan be contemporaly presen on the MeshLab
rendering areagach one providing infoation on a different mesh attributeRigure2).

TheRealTimeLog a valuable tool for MeshLab ploglevelopersassisting them in the plugin
debug process. It is also useful as a nse@nprovide an immediate on screen help to the
plugin users.

Colour Pipeline

The colour pipelineis composeddf a chain of tools intended to align a set of photodnap
images to a mesh and to transfer the retrieved colour infation contained in the
photographsonto the 3D model.

The colour pipelinewas released for the first time along with MeshLab 1,3blt was not
complete Then,the pipelinewas deeply consatlated and expandedn MeshLab 1.3.2, by
adding a new 3D model parameterization tool (fParaTexilter).

¢KS aO02t2dNJ LIMLISE Ay SE y2g AyOf dRSAEY

1 An image alignment tool, théMutuallnfo filter that uses a statistical method to
compute the alignment startinffom an initial position provided by the user.

1 A simple tool,SetRasterto manually assign a set of camera parameters to a Raster
layer.

1 A colour projection filterProjectColoy which is based on the Masked Photo Blending
approach[R T5.1.1]1t assigns colour value to each portion of the surface which is a
weighted sum of the contribution of all the images which map on it. The filter can
encode the colour information both as a colegper-vertex and as texture mapping
(provided that a parameterizatios available in advance)

1 The new colour projection tooRaraTex follows a different paradignisee the paper
produced in WP4T[4.2.7): each portion of the surface is assigned to a single image,
the one which has the best quality for projection. The suisthw in patches of the
surface automatically provides a parameterization of the model. The differences
between adjacent patches are blended to obtain a continuous colour. This tool allows
preservation ofthe fine details of colour information, and it prioles the best results
when a small number of images has to be mapped on a model.

11
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Dissemination and trainingas been a primary objective also irar4. A new set ofvideo
tutorials, covering all the filters in theolour pipelinewas produced and disthuted to the
community to support selfutoring of the new MeshLab featuresd to support dissemination
(see at:http://www.youtube.com/user/mrpmeshlabtutorials?feature=seilts main).

Point Cloud Management

Two new tools havéveen addedn MeshLab 1.3.2 tprovide improved managemenf point
clouds. Those tools focus on the easietecton of a subset of3D pointscontained ina point
cloud:

T A tool, VertClusterSeleatn, able to selech cluster of vertices whose distance is less
than a given threshold value in aer defined disk ared{gure3, left).

T A tool,VertPlaneSelectigrable to select all the verticesich that:

0 givena plane defired by thenormal vector computed on the poirgickedby
the user,

o0 the subset will contain all points whose distance from the above pishess
than a given threshold valu&igure3, right).

Figure3: VertClusterSelection tool(left), VertPlaneSelection(right)

12
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The MeshLab team also started an integration effort between MeshLab and the Point Cloud
Library (PClhttp://www.pointclouds.org, a standalone, lagg scaleppen projectfor 2D/3D
image and point cloud managemefitheaim is to allow the PCL users and developers to easily
create MeshLab plugins exposititge wide range of point processing algorithms contained
inside the Point Cloud Library.

MeshLabfor tablet/smartphone platforms

There was continued development tifie MeshLab version for smartphonemd tablets,
started in ar 3. Due to the emergence and high user interest in the tablet platfarwas
decided as a side activity to design andriisite a reduced MeshLab version for that domain.

The mobile version of MeshLab includes only the visualization features (i.e. a mesh/pointset
browser, rather than a modelling tool). The fildeshLab for IOS devicegas released at the

end of ear 3 ($pt. 2011,http://wvww.meshpad.org/ ), andis available on the AppStore and
was already demonstrated at VAST 2011.

An updated version was released October 2012 that includes some optimization of the
rendering engine, bug fixing, the support of texddmodels, inclusion of CTidrmat, support
of the new iPadnd ifhone(retina display).

The next version of MeshLab for iOS will include a medtolution rendering engine based on
CNRnexusapproach developed in WP$ {s alreadyworking in beta veiisn, for internal use
and test).

On July 2012 the first versiavas deliveredor the Android platform (see:
https://play.google.com/store/apps/details?id=it.isticnr.meshlab&hl9en

Please note that CNRasNOT chargedo the 3DCOFORM budget the déepment costs of

this activity (it is funded by means of internal CNR resourttm)ever,we consider it
worthwhile to add it to the report, since this system has been used in the project dissemination
and is a byproduct of the technical activities fundidry SBCOFORM.

MeshLab Distribution and success

The number of downloads is a nuric indication of the success and penetrationMdshLab

! This is the planned release date; at the moment of writing the report the delivery has not yet been
finalized.

13
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9 in the period Jan-Oct. 2012there were 200,038 downloads of the official releases
(please note that this figureags not include the downloads of beta releases and the
MeshLab units distributed with Linux distribution packages);

9 in the entire 2011there were 164,340 downloads of the official releases @&/
downloads of the beta releasgps

9 the total number of downlads so far is around 600,000;
9 the forecast for the entire 2012 downloads is 250,000 units.

The graph irFigure4 shows the increasing popularity of MeshLalhich corresponds to the
appearance of the new functionalities and redgsioriginated by the 3ICOFORM project:
roughly, design of new components (WP4 and WP5) in 2009 and, later on, 2011;
production of new versions in 20120112012, with an impressge increase of interest in 2011
and 2012.

250000

200000

150000 —

100000 —

50000 ] =

0 T D T H T T T T T

2005 2006 2007 2008 2009 2010 2011 2012

Figured: Graph of MeshLab downloads (note that the 2012 figure is related to the first :
months only; the forecast for the entire 2012 is 250,000 downloads).

Another success indicator is the number of scientific papers that cite or mention MeshLab. A
seach on Google Scholar (Oct. 2012) repdrid papers mentioning MeshLab

14
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Dissemination activity
The new features contained in MeshLab 1.3.2ei@een presented in several contexts, e.qg.:

1 the CAA 2012 conference in Southampton (UK),
https://www.ocs.soton.ac.uk/index.php/CAA/2012/paper/view/532

1 the "Low Cost 3D" Workshop in Trento (Italgitp://3dom.fbk.eu/files/Ic3d/Ranzuglia
Dellepiane lowcost3@012Trento.pdf;

T6KS Go5 DNILKAO& TF2NJ / greséntztlbttthelhs@ahfdr I 3 S ¢

Advanced Studie$NIT, Luccaltaly), Aprilg July, 2012

TGKS a5A3IAGHEE [/ dkshopiNNitosial (Syldus, IMByS%E 2022 2(joint
activity with the EC NoE *Must" project)

9 the Summer School ordb acquisition, processing and visualization " at Otranto
(Italy), Sept. 122, 2012

Ta[AYy1{OSSY ¢KSYI G4AO 2 2NJ) axs@rlal(Eayt), eprf 26,dzNI f

2012 (joint activity with the EC NoE-Must" project)

3.2.2 Contribution from Spheron to MeshLab

Due to thechallenging circumstances experiencedgdayrtner Spheron (described in detail in
the global ¥ar4 Periodic Repojt mntribution to MeshLab by Spheron has not been finalized.
Spheron has consequently not reportetfort on this action in ¥ar4.

3.2.3 Contribution from Breuckmann to MeshLab

Within the 3D-COFORMbroject Breuckmann has developed a complete ADND module for
texture mapping(following the approach already introduced by CI$RI in MeshLab, that has
beena source of inspiration for the Breuckmann developmetit)s software module will be
integrated as betaversion into the next version the OPTOCAT software.

Theinput data for the texture mapping are:
- A 3D model with preliminartexture / colour information ¢olour is not required)

- A set of 2D images to be mapped onto the 3D model

15
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- Parameters of the 2D camera

There are two different modes available:
- The 2D amera is already completely calibrated, i.e. all interior camera parameters,
including the camera distortions, are known

- The 2D camera is not yet calibrated.

In this case at least the size of the camera chip must be known.
The workflow for the texturenapping process comprises the following steps:
- Loading all input data
- An interactive prealignment of the 2D images. This is similar to the-gignmen of
single 3D scans: at least focwrresponding points must be defined interactively in the
3Dmodeland the 2D image
- An automatic fine alignment of the 2D images. This step also determines all ngcessar
parameters of the 2D cameraf{erior and exterior)
- Mapping the 2D images onto the 3D model

As a result, a 3D model with enhaoeolour informationis available, which can be stored as
PLY or optionally as GBie ( in procegsand can be visualized via MeshLab.

3.2.4Watermarking of 3D meshes

The process of testing the 3D watermarking tool developed within T3.8 is continued during the
fourth and last gar of the project. Attention has been paid mainly to the crucial issues of
robustness against changing topological connections. An updated version of thé plag

been developed.

Hereafter a description of the whole final algorithm (embedding and @&t phases) is
reported:

The embedding rule

The watermarking embedding algorithm works according to two parameters: a secret key K
YR I O2SFFAOASYH RSOGSNNAYAY3 ihk SllodngNB y 3 ( K
steps are performed:

1 A watermak-dependent structure called watermarking vector is generated according
to K
A polar coordinate system is considered for the input mesh
The vertices of the mesh and the corresponding watermark element are used by the

embedding algorithm to embed the watmark by altering the modulus of a subset of
the FFT coefficients

1
1

16
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1 The watermarked FFT coefficients are used to reconstruct the watermarked model

Watermark detection

During the detection the user specifies the personal key K and the detector providegigeposi

or negative answer. To do so the watermarking vector is generated by starting from K, then the

FFT transform of the modulus of eaohthe 3S NI A OSa | NB S@I fdzr SR |
between the watermarking signal and the FFT coefficients istalcl 8 R® LF °~ A a 3INS|
OSNIFAY GKNBAK2fR ¢~ GKS & GSN)NI Niharkkdd TheIJNB a Sy (
G tdzS 2F ¢° Aa 200l AYSR 0@& YSI,ih&NegnfanPaaisoni A & G A O
criterion is adopted, which consisté maximizing the missed detection probability for a given
probability of falsely revealing the watermark in a Amiarked host.

3.2.5ARC 3D & MeshLab

ARC 3xan now be used in two versions. A first possibility is that the user AB€S 300

create a separateapth map for each camera view and then exports those to MeshLab, where
they are integrated into a complete model. This is the old way of ARG 3D+ MeshLab,
which was finished and described earlier. Users often experience this as a rather tedious
modusoperandi, however. This feedback, combined with the fact thRIC 33served as an
example that spurred the creation of several similar;line services (often with a commercial
component) has motivated special emphagisbe placedon the reinforcement 6 ARC 3D
These efforts have been reported in previous reports, and have this year been extended with
the creation of better texture map, the detaitsf which are described in WP4. Several use
cases have been defined to guide these developments basedavraeiback and constraints.

The newer version ARC 3Bupports the automated integration of the different depth maps,
carried out automatically byARC 3Ddirectly. The output of the newARC 3[Dpipeline is a
complete and integrated mesh stored in a formeompatible with MeshLab (using OBJ
format). This means that this complete model can now be directly loaded into MeshLab,
without the necessity of a conversion plmg The user can therefore still use MeshLab to
further refine theARC 3Dnodel. In addibn, the individual depth mapsre still providedvhich

can be loaded with the existing philg. Meshlabis now solely relied ofor mesh viewing and
processing,so the development and support athe standalone ARC 3Dviewer has been
discontinued

17
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3.3 Synthetic description of partners contributions

Contributiors of partners to T5.1 activities and resultsvedeen as follows:

T CNRISTIMeshLab has been extended, tested, disseminated; the final version was
delivered.

1 MICC:An updated version of the pldg has been developed.

1 KUL:A new version oARC 3[has been finalized and deployed, supportinganated
depth map integration and yielding models compatible with MeshLab

1 Spheronhas not reported work on MeshLab iraf4.

1 Breuckmamn: Contributed with a nes colaur mapping solution.

3.4 Deviation from work plan

No deviations from the work plan have been stgred for Task 5.1.

18
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4 Task 5.2 z Methods for shape analysis

4.1 Activities and results in Year 3

According to whatwas stated inthe DoW and deliverable D5.3 lfird Year Report), the
expected objectives of Task 5.2 in Year 4 were declared as follows:

1 Shape Analysis ComponenfThe combination of segmentation algorithms will be
completed in the following period of the project. Additional testing exercises will be
carried out and the enterprise activities will actively be supported.

1 Sampled models completiaractivity completed in Year.2

1 CityEngine- Semantic LoD Renderin@ompletion of integration and final testing of the
integrated tool.

The progress achieved the fourth project yeais described in the following sectians

4.2 Shape Analysis component

The technical effort for the fourth and final year of the projeeas focused on serving the
practitioners in their real environment and within the established kflmws. Thus the
developmentin this periodaddresgd these requirements rather than new risky and unstable

features. Thisvasrealized by means of rdirectingsome of the technical resources, in order

to consolidae the more matured and promisingomporents. In the context of thigrioritizing
process,Fraunhoferdecidedto reallocate 8 PMs from Task 5Rrgunhoferoriginally had 26

PMs reducing its overall efforto 18 PMs), in order to strengthen the development of the
Integrated Viewer / BrowserI\(B). In other words,C NJ dzy K 2 ¥ S NIndk 63(@BOF 2 NIi A\
Annotating) was increased dyPMs from 12 PMs to 16 PMs a@dNJ dzy K 2 ¥ STRaleki7.1S T F 2 NI
(3D Viewing) was increased ByPMs from 18 PMs t82 PMs It is important to notethat

C NJ dzy Keffoft B NEEkA.1 and Bsk7.2 was merged intoaBk7.1 after the second review

because of the change of responsibilitiasthe framework ofthe 1VBbetween CNRSTI and

Fraunhofer

b2y SGKStSadasx GKS NBYFAYAYy3d CNI dzy K2sTcardfulyda ST T2
L I YyYySRE o0& YStya 27F 02f t She (shagedanamisStobBwas T SS RO
presented to andtested by several CH professionasd techniciangn the context of 3D

semantic enrichment:
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1 Workshop on 3D Heritage on the Mobile Wéteb.7-8, 2012, Brighton, UK
1 Testing Workshop at the Victoria and Albert Museum, Jur2&3012, London, UK

1 German National Summer School 2012, Sep. 212 ,Schmitten Germany

The results of thee exercises revealed that theupport of the tool during thegeometric
definition for the 3D annotation by means of manual segmentation are appropriat€for
activities, where the professionals dpse the model in detail. An automatic enrichment is still
a difficult task, since the professionals have also differexpectationsfor the same CH
artefact Thusjn order to avoid risky and unstable development toward automatic enrichment,
the progress in the final periodimed to assistthe annotation processd)y means of analysing
the shape from a geometrical poinot view for the propagation of annotations.

For different reasons, the Rl can store several different digital representations of the same CH
artefact (master model, simplified derived models or edited ones, partial representation such
as just the head od fulkbody statue, etc.) Whethe userdefinesan Areaon just one of those
representations €.g.selecting the nose to add some semantic information to this region), the
capability of propagating this annotation to the corresponding region in all theradigital
representations that depict the same artefdstan importanfeature.

The semantic propagation is the action of sharing already created annotations between
different digital 3D representations of the same &téfact From a semantic point ofexv, the

UUID of the primanAreais shared with the correspondirreaon the corresponding different
representations, but being considered as a propagatesh However, from a geometric point

of view, the propagation might be challenging, since a diffieresolution, a different scaling,

or a different orientation could prevent the direct transformation of tAeea Thus, thdfirst
stepaimsto find the corresponding transformation between the two digital representations, in
order to apply it to theArea to be propagatedseeFigureb).

7 N

§$'=TxS

Figure5: The geometric propagation of an Area: transformation between two abstract sha

with different orientation and scale.
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Since the propagation is triggered the user and there is no previous information about the
correspondence between the two digital representatioasimesavingalgorithmis required, in
order to be executed during the enrichment process and in an interactive manner, while
providing an edudad guess of the needed transformatioihe transformationis found by
calculating a characteristic vectoFigure 6) for each shape and then by computing the
corresponding rotation, scale and translation matrices between botlovec

DV

MP=—zV,- v
n-

DV n-1

DV i=0

Figure6: The @ometric propagation of an Area: calculation of the characteristic vector of
shape.

The final transformation matrixFigure?) is applied to theAreato be propagated, which is
then transformed according to the characteristics of the other shdpe. algorithmproperly
enables the computation of the correspondence between the two shapes, given that the shape
is not symmetric and that the scatetween the two digital representatiais isotropic. These

two conditionsare commonproperties of digital CH artefacts; thus, the algorithm generates
the expected results in most of the cases.

21



3D-COFORM D.5.4 (PUBLIC)

cv
My, = TransMatrix(MP") My = TransMatrix(—MP)
!
Ve= VXYV cysory 9r=sinT'IVRID

Mg = Quaternion (cos (@R/Z), sin (QR/Z) VR)

Mg = ScaleMatrix(€V'/ ¢y, )

cv' T=MpXMgx MgX My

Figure7: The @ometric propagation of an Area: computatiof the trarsformation matrix.

The results presented in the context of the shape analysis tool have been submitted to
different conferences and journals, where the analyses of 3D shapes and the extraction of
semantics, as well as the combination of both by means afiottions, has been
demonstrated to be very relevant for the intelligent use of digital representations within 3D CH
collections (see publicatio$5.2.1], [T5.2.2], [T5.2.3])

4.3 Tools for completing sampled representations

This activity was terminated Mear 2.

4.4 CityEngine - Semantic LoD Rendering

The goal of this task was to exploit the structural descriptions of CityEngine models to arrive at
a more effective and satisfactory production of different levels of detail for the models. The
different levek should be more compact yet still look more detailed and realistic compared to
the current, mainly bottorrup LoD methods.

The direct implementation of this paper into the SIMFORMnfrastructure cannot be done
becauseof technical and legal issues. eéMherefore announced a change of plan and
implemented the CityEngiren-the-server solution with a VSL node and integration into
CorExplorer/Viewer Browser for thihis was alreadshown in the demamf the Year 3 review

in Feb 2012
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No efforthas been chared on this activity in&ar4 by the assigned partner.

4.5 Synthetic description of partners contributions

Contributiors of partners to T5.2 activities and resultsvedeen as follows:

9 FhGIGD: Exensively tested the annotation component with Qptactitioners and
extendedit by considering the propagation issue among different reprdations of the
same artwork

1 CNRISTI: activityn T5.2 wagompleted in Year 2

9 ETHZactivity was completed

4.6 Deviation from work plan

No deviations from the work plan have beayistered for T5.2.

CityEngine has been acquired bgravate company (ESRI). Therefore, some components of the
tool will reside in Virtual machines within the company and provide remote service as
explained. This does not interfere with the results otmation.
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5 Task 5.3 z Fitting procedural models to classify
acquired 3D artefacts

The goal of this task is to devise new geometric processing solutions that will allow the creation
of synthetic digital models based on procedural or functional approachesting from
available digital data sources (plans, images, sampled 3D models).

5.1 Activities and results in Year 3

According to whatwas stated in the D& and deliverable D5.3 (Third Year Report), the
expected objectives of Task 5.3 in Year 4 were deckasddllows:

Imagebased inverse procedural modelling tool
1 integrate the tool with the RI,

1 implement the aitomatic procedural modelling of facades tool as well as an automatic
segmentation togl

1 learn a style grammar from examples,
1 reconstruct Regency e buildings.
User assisted procedural shape fitting as 3D measuring:tool

Based on the existing prototypes for measurement primitives (from Year 2) and the user
assisted fitting, we plan to pursue the following goals:

1 Implement the existing list of basishape detectors and measurement operations and
extend them as required by the users

M Extendthe uset a a8 A& 0SSR FAOGAGAYT LINRPG20GeLIS 6AGK |3
thesis and make them avable in the interactive context

1 Full RI integration includg retrieval of stored 3D models for input dagamd storing
results as metadata

1 Provide an appropriate, Qiased GUI for the useuided measuring and fitting
algorithms that can be further integrated into the IVB

Theprogress achieved in the fourth prajeyearis described in the following sectians
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5.2 Procedural Modelling of Landmark Buildings

In Year 4, in keeping with the above goals, three taskse performed
1. the integration of the inverse procedal modelling tool with the RI;

2. an automaed facade prsingtool (semantic segmentations ardemonstrated on
Hausmannian stylduildings,which constitute a large part of some historical city
centres)

3. automatic style grammar learning.
These tasks are elaborated below.
5.2.1Integration with the RI

The inverseprocedural modelling tool was integrated with the RI via CityEngine. Given a
picture andthe segmentation of afagcade into its semantic components (windows, doors,
balconies,etc.), this tool generates a set of procedural rules and parameters which can be
rendered in the CityEngine. The integration dhe inverse procedural modelling tool in
CityEngine allows the user to visualize and edit the rules before exporting the 3D model onto
the RI. First, a picture of a facade and its corresponding segmentagorettieved from the

RI. Then, automatic inverse procedural modelling is performed. The corresponding inferred
rule set and 3D model are fed to CityEngine. Once the user is happy with the tlesyltan
ingest the 3D model onto the RI (sEgure8).

Figure8: Ingestion of the 3D model using CityEngineCZIFORM edition.
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5.2.2 Automatic segmentation of facades
We present two approaches for facade segmentation:

(Approach 1) Combining Recursive Neural Wetk segmentations, detections and weak
architectural knowledge

A method (see publication [T5.3.1]to segment building facadesnto their semantic
componentswas devised and tested on the Hausmannian fagadade publicly available by

the Ecole Centraledis (ECP) (sdagure9). It has to be noted that quite some effort went into
correcting the ground truth for this dataset, as the one provided by ECP contains some
AYLRNIFYG SNNBNE o0lFa (KS d3NEezgpRee of Nblzvérly & | &
confined grammar for the Hausmannian style).

A 3layer approach has been developed. A first layer uses a betiprstyle segmentation as
usual (using mainly colour and texture cues). A second layer adds influenproasy from top

down facade component detectors (e.g. for windows or doors). This addition already has a
positive effect on the segmentation. Finally, in a third layer, weak architectural preferences are
encouraged (and not imposed). Examples of the ladterthe vertical and horizontal alignment

of components, the repetition of similar components, or the existence of symmetries. The
three layers are alfused in a principled wayror instance, aMarkov Random Field fuses the
data obtained fromthe layerl bottom-up segmentationwith the responses of toglown,
specialized detectors. Weak architectural principges introduced to enhance the results and
make sure the segmentation is consistefihe result of this facade parsing scheme is that a
procedural nodel is inferred.

Compared to previous work, results outperfang the state-of-the-art (see reference [75.3.1])
can be achieved without using a stdpecific, hanelesigned set of rulesStarting from a style
specific grammar wathe original plan. Yetsuch grammars are not easy to come by. When
handgenerated, they also easily end up being either too broad or too restrictive.

Instead, we show that both the rules and parameters of a procedural model can be inferred
from the segmentationsReplacing impsed, stylespecific grammars by encouraged, weak
rules has been proven feasible by our work. The result is an automatically produced series of
sparse facades. These can then be used to automatically extract more stringent rules for the
corresponding stylegontaining precise statistics where alternative rules can be applied. This
means that we have found a way sutomatically generate stylspecific grammargalbeit
generated in a less humégnendly format, i.e. as a possibly long enumeration of observed
component conjunctions). As soon as these have been generated, the system can bootstrap
itself to use such stronger grammars to handle future instances (as shown in the past, styles
can be automatically recognised through the use of rather simple featu&ssjilarly, once
facades of the same style have been parsed, it is perfectly possible to further bootstrap the
system by also learning sty$pecific detectors for windows, doors, etc.
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Figure9: Orignal picture (left) and corresponding segmentation (right) of facades in rue
Monge, from the ECP dataset. (Red: window, purple: balcony, yellow: wall, green: shop
blue: roof, light blue: sky)

(Approach 2) Learning Visual Information and ArchitectuPainciples Simultaneously

So farjit has beerproposed to exploit humaigenerated, weak architectural principles, to then

allow the system to automatically learn a stgpecific grammar (seEigurel0). Yet, this begs

the queston, whether it is not possible to also automatically derive these weak principles, or

as a more modest research progragrto automatically gauge their relative importance. This

would take the limitation of human imagination / interference out of the kgt A 2 y X F G £ S| 3
part.

A facade labelling methofsee publication [T5.3.2}phat can learn the visual information and
architectural principles together has been developEaizade labelling should on the one hand
conform to visual information, and on thather hand to the architectural principles. To this
end, we identified a set of metgeatures, which capture both visual evidence and architectural
rules, and learned their contributions to the final fagade labelling model.

The defined features includa more exhaustive set: support strength from visual recognizer,
support strength from image edges, similarity score of the same building assets, balance score
among different assets, balance score among different neighbouring relationships, regularity
sclNB 2F aaSiaQ akKlILISxT tA3AyYSyld a02NB 2F odzif
building assetsetc. The weights of the features are learned by a principled -maxgin
learning method As a matter of fact,he learned parameter vector caareadybe taken as a
quantization of facade style andan beused for both facade labelling and facade style
recognition. Compared tpr5.3.2] this work learns the contributions of visual evidence and
different architectural rules at the same time frorthe data, instead of using vek&
architectural rules to post refine the results of visual recognition, and the learned models can
also be used for facade style recognitiGas an alternative approach for the style classifiers
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proposed in the past)The dravback of this work is that it needs more precise huntevelled
imagesduring training In experimentsjt was foundthat the learned architectural principles
contribute a lot to the final results (sdeigurelQ), which is compaiae to that of the method
[T5.3.1].

FigurelO: Results from the methogresented in publication [T5.3.2fom left to right, they are
a facade image, its segmentation result, its labelling result without learning the archiaéct
principlesandits labelling result after learning the architectural principles.

5.2.3Learning a style grammar from examples

In this section,two approachesfor learning style grammarsre introduced which are
described inmore detail in D5.4_Appendix The goal is to learn a grammar from labelled
facadeimages(through a parsing method as already discuss&w) far, style grammars have
been manually written andhe motivation is toreduce the amount of work and ensure
consistency of the style grammarsy®tgrammars have been used in two domains: vision and
graphics. The first method aims at producing a "grapbi@nted" style grammar for
rendering, editing, new building generation and comparjstre second method aims at
producing a "visiororiented" style grammar to support facade parsing and serves as an
alternative to handwritten shape grammar priors.

(See the Appendix in document D5.Appendix - non-public section of the report)
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5.2.4Inverse procedural modelling 2 documentation

Features

The Invers Procedural Modelg tool allows automaticreation ofa procedural model

without any knowledge about Procedural Modelling. The Inverse Procedural Modelling (IPM)
tool interface is based on CityEngine-GDFORM edition. It offers all the functiotiab of
CityEngine, whose manual can be fowmdler its Help menu

w All features of CityEngine
w Integration with the RI: ingestion and retrieval

w Automatic Inverse Procedural Modelling of faeadstarting from a labelled
Hawsmannian fagade.

Input

As input,the tool takes a rectified picture of a facade and an associated Manhattatd
labelling. The formats are JPG for the fagade picture and PNG for the labeling.

The labeling uses the following colour codes:

Asset HTML colour code
Sky #8Offff

Wall #ffffOO

Window #ff0000

Roof #0000ff

Balcony #8000ff

Shop #008000

Door #ff8000

A number of HTML colour converters can be found on the Internet, for example:
http://web.forret.com/tools/color.asp It isimportant that the given labelling exactly respects
this colour code.
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Output

The IPM tool produces a set of rules describing the given facade.

How it works

A procedural model consists of a set of rules which successively refine an initial shape. Given a
facade lab#ing, the tool automatically finds a lossless decomposition of the facade. The more
complex the facade, the more rules will be necessary to describe this facade.

CityEngine 3BCOFORM edition

3D-COFORM Data Retrieval @-»
OR Location:
O Project / Resource ("<UUID> crm:P2F.has_type")
*) Derived Data ("<UUID> crmdig:L22F.created_derivative") |
) Grouped Data ("<UUID> crm:P106F.is_composed_of*)
® Group Data (via group <UUID>) ‘
UuID: [7f794a56~a75ev42cfv3552~1085540c0b40| ‘ V{&date... |

Validation Result:

< Back Cancel

Figurell: Dataretrieval wizard

¢2 NBOINASOS Fl e RS RIGIET aStSOG GKS AY+H IS RANI
COFORM > Retrieve Repository Object > Group Data (via <UUID>) and enter the desired UUID.

/ £t A01 £t AR (iFyXell).F& thECIRN thok o fied (8 PG and a PNG) should

appear in the image directory.
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Inverse Procedural Modelling Tool

Once the rectified facade image and its labelingeizeen retrieved, the IPM tool can be
executed under ScriptsfacadeParsing. The resulting ruleset is generated and immediately
rendered.

Editing

The obtained model can be kept as is or editether. The generated ruleset can be found in
the FacadeParsing project directory under rules>rule.cga. As with any QigyEmgset, the
CGA file can be edited. When the facade is selected, the rule parameters can be found and
edited on the right side.

The interactive edition of the model gives immediate feedback to the userHgase12).

Name Value

balconyDeptE%l: 6.94 &
buildingHeigk®]: 626 (Rule) &
buildingwidth*I: 316 (Rule) <

combleColor¥%]; #aaaasa (R [
doorcolor 1 900000 (e[|

doubleDoor ] doora.dae (R:[Browse...
hCoverageRa%l: 1
roofDepth %l 10 (Rule) }
roofTexture %l ardoise.png (| Browse...

shopDepth %l 11 (Rule) &

shopHeight % 563.4 (Rule) &
shopTexture %l facade.jpg (R:| Browse...
smgIeStoneTa stoneTexture:| Browse...

stoneColor %l #cob7b2 (Ru:l

stoneTexture: .:] stones656Gr:| Browse...

vCoverageRa%l: 1 @
wallHeight %1: 0.92 (Rule) <
wallThickness%1: 6.41 @

wallTranspare®l: 0.99 =]

windowcolor 1! #ss5s5s (= || NG

windowFramé®l: elem.window:| Browse...
windowFrame®]: windowFramé| Browse...

woodTexture %] texture0.jpg ;| Browse...

zincTexture %l zinc2.png (Ré| Browse...

Figure 12: CityEngine interactive parameter edition panel

Ingestion

hyOS alGA&aFASRE (KS NB&adzZ GAy3 Y20060RMOIIngesto S S E |
Repository Object > Generate and Ingest Models as Group > Firedfigaee13). The model

is ingested with the appropriate metadata.
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. '

3D-COFORM Data Ingestion

OR Location:

Parent Group UUID: |lb2d747e-e5b6-45ca-9eca-1c239d71ce4c

O Ingest selected Project as Zip Archive
(O Ingest selected Project as Group
O Generate and Ingest Models as Zip Archive

@ [Generate and Ingest Models as Group

O Ingest selected Resources as Group

< Back Cancel EBish

Figurel3: Ingestion wizard

5.3 The Shape Dimensioning Toolkit (SDT) zAdaptable 3D
Measurement Tool with User -Defined Procedural Shape
Detectors

¢KS 321t 2F GKAA GFal Aa (2 OMBHirossionalgth K I LIS
obtainmeasurements of a digitized artifact much faster than by measuring the physical artifact

by hand. Due to limited resources, duringa¥3 the workon T5.3 had been merely conceptual,

mainly leveraging on results from a PhD thesisaatomatic shape fitting that was carried out

during ear 3 In }ear4, the results were transferred into anteractivesetting.

5.3.1Interactive Fitting Operators

GPUbasedfitting operatorswere implementedor primitive shapesglanes and spherésEach
fitting operator is based on a poitb-primitive distance functiori(x, M(p)), wherex denotes a
three-dimensional point in Euclidean space akftp) denotes the proceduraprimitive M
instantiated with given parameter st These distance functions can be used to derive for
instance the following error functions, representative of the full set of elementary shape
descriptors (see deliverable D5.3):
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9 Plane:

N
f=(nx,nynz d)ﬁZ](xl.n_x +y.ny —I—Zl-n!_z—d)2
iz

1 Sphere:
N

f=(cxcyczvr) —>Z((xi—c_x)2 + (yi—c_y)z—i- (zl.—c_z)2 —rz)

i=1
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Ourinteractive fitting operators are based on the following generic paradisge Figurel14):

As input parameters, we expect an input point cloud (black dotted circle) and an initial set of
procedural parameters (blue). Furthermotéjs initial solution is assumed to be close enough
to the optimum, so that it can be used to define a weighting function that excludes outliers
from the subsequent optimization process. All poimiside the tolerance region (left, shown in
light blue), ae accepted by the point selection step, while all other points are ignored for the
optimization. The optimization procesdtempts to minimize the error function andses a
conjugategradient optimization based on finite differenceBhe result of this prcess is an
optimized set of parameterp, so that M(p) matches the input point cloud as closely as
possible as shown on the right side Eifjure14. The size of the tolerance region is left as a
useradjustable parameter to have ELJ A OA G O2y iNRBf 2F GKS aayl LL
operators.

Input Optimi-

Point zation
Selection Process

Figurel4: Input setting consisting of input point set and initial set of parameters (left), tt
fitting operator process chain (middle) and the resulthiig

The fitting operatorswere evaluatedon different datasets to examinéheir stability and
performance. The quality of the results remains stable for different noise levels and also when
parts of the primitives are removed (e.g. only one half of a sph&'he overall performance is
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good for moderately sized datasets, but there is room for optimization with respect to the
parallelization of the error function evaluation. Our experiments revealed that fitting is a task
that is ideally suited for GPU pdledization, which is the key to interactive speed.

Figurel5: Interactive manipulation widgets in the VSL. Top: Scene graph node (translat

rotation about vertical axis), full rotatiowidget attached to scene graph node, scene grag

hierarchy. MiddleARC 3Deconstruction in arbitrary pose (left) is brought to standard pos
(right). Bottom: Once objects are in standard position, they can be compared.

The current status is that the Gfbased fitting library is available as a C++ library that uses
CUDA for the fitting process. The library is currently being wrapped as GML operators, which
integrates it into the VSL framework. Using the VSL framework a visual intesfbe created

for the shape templates, which is currently missiHgwever, a set of interactive scene graph
manipulation widgets integrated with the V8ave already been realizeds first application, a
VSkbased alignment todhas been createthat alowsinteractivedefinition ofa standard pose

for photogrammetrically reconstructed 3@bjects ARC 3Pwhich are at quite random pose
(Figurelb).
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