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1 Executive Summary

This document presents the status of the work under Work Package 5 @\BEbArtefact Processing
at the end of the second year of activitf the 3SDCOFORM project.

The activities follow smoothly the original plan drafted in the project Description of Work (DoW). All
planned partners are now contributing to WP5 activities (a few of them have started to be active mostly
since the start of &ar 2). The end of &r 2 was one major milestone for WP5 and the-GDFORM
project, since many beta releases of the tools were planned to be delivered anthM24. Major
activities performed and results obtained in the second year are: several new veo$igieshLalband a
progressive evolution and consolidation of the tool; delivery of the basic infrastructure for the shape
analysis component; new algorithms for the completion of sampled models and for the generation of
LOD representations / rendering fro@ityEngine models; a processing pipeline for the procedural
modelling of landmark buildings, that has been designed and partially implemented and tested; finally,
we have revised our research plan on fitting GML models over sampled datasets.

No major protlems or major deviations arose during the second project year. The activities are going to
continue in Year 3 according to the plan described in the project contract.

The overall organization of the document is as follows. Section 2 gives a brief ptesenfahe project
structure, how WP5 activities and tools are located in the overall framework of the project, and relations
of WP5 components with respect to the other components developed KEABORM. SectisB3, 4 and

5 present in details the work d@ in Year 2 and the results obtained in the three tasks of WP5. Section 6
reports on the milestones; some concluding remarks are presented in Section 7. Finally, the publications
produced so far are listed in Section 8.
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2 WP 5z 3D Artefact Processing - Detailed description
of work

The 3BCOFORM framework and its components have been divided into four clusters:
1. Acquiring and Processing (A&P), encompassing the developments in WP4/WP5
2. Integrated Viewer/Browser (IVB), encompassing the developments in WP6/WP
3. Modelling and Presenting (M&P), encompassing the developments in WP8/WP9
4.

Repository Infrastructure (RI), encompassing the developments in WP3

The central topic of WP5 s&hape processingndanalysis On one side, transforming sampled raw data

in high quality digital representation§.e. all the geometric algorithms needed to process raw data and
geometrybased representations); on the other side, developing a number of functionalities
(segmentation, feature detection, component matching) which altowstructure the geometric data
making it possible to implement more sophisticatgthpe analysisr detectsemantic correspondences
between different shapes or sections of a given model. In the latter case, an important contribution will
be a methodologyor turning 3D reconstructions into procedural models.

All tools will interoperate with the repository (WP3): input data will be read from the repository
(retrieved) and modified models will be uploaded back (ingested, which will include storing bdck bot
geometry and provenance data).

In most cases, input data for the tools designed in WP5 are:
1 raw data coming from 3D scanning devices or from ARC 3D (production of raw 3D data from
images), stored in the Repository Infrastructure;

1 3D meshes of whicheverigin, also stored in the Repaository Infrastructure.

The Repository Infrastructure is therefore the common data source for all the components and
algorithms designed and implemented in WP5. It is also the sink used by all of the WP5 components for
uploading the results produced after processing the input data, enriched by the rejameenance
metadatathat will encode the specific processing action executed over the 3D data.

The componentsto be designed and implemented in WP5 have been described ivedatile D3.1¢
First Year Report on WRRepository Infrastructure, where the reader can find a detailed description of
all the intercomponents interactions; functional specifications were also presented in this report.
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2.1 Task organization and planned wo rk

The activity of WP5 is subdivided into three tasks. The d@esyitanned in the second year for the three
tasks have been defined in the Description of Work (DoW) document as follows:

Task 5.1¢ Processing tools for meshased models

1 delivery ofMeshlabv. 1.3 (supporting capabilities for the management of very large dataset
composed by many range maps).

Task5.2 ¢ Methods for shape analysis

1 delivery of the beta release (first basic algorithms for user driven geometric segmentation and
tagging)

Task5.3 - Fitting procedural models to classify acquired 3D models
1 delivery of the beta release of the fitting tools

2.2 Work performed

The work performed in the second year of activity is described in the following chapters, focusing on
each single task.

Since thdocus of this WP is both concerning the design@&# algorithmsandnew tools it is important

to say here that the activity at the algorithmic level by its nature should follow different strategies and
approaches than the system design. Not all the afgms designed and implemented will perform at

the same level of quality; some new ideas could result in being more successful than others. The
decision of what solutions should then be integrated in the final system KéeghLab will therefore

follow the results of the preliminary assessment phase. It is common in the evolutionary approach
endorsed that most of the algorithms proposed will find their way in the components to be delivered,
but not all of them. Therefore, the activity at the algorithm éédesign, implement, assess) is
preliminary to a second phase (engineering, bug fix, porting in the final system component) and will be
done only for the more successful algorithmic solutions.
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3 Task 5.1 z Processing tools for mesh -based models

3.1 Activitie s and results in Year 2

MeshLab

The major result indsk5.1 is the design and implementation of further extensions and consolidation of
the MeshLabtool. Large sections othe MeshLabarchitecturewere redesignednot only in order to
improve tool stabily and software maintenance, but also to add support towards new paradigms of
use.

In particular efforts were focussedo include inMeshLaba 2 YS 02y OSLJia o02NNRoSR ¥
FoaAGNI OQliA2yd | g2N] Ft2¢ O2yaiaildawhiehfre bsefd ® ljulitdy OS 2 ¥
complex task. Following this new approachyiashLalfilter should become a link of a functional chain

defined in order to complete such a tadkthe result of a step in the middle of the chain will change,

then all the otherfollowing links will be dynamically update@his approach should be useful also to

direct theMeshLabO2 RS RS @St 2LI¥Syd Ay 2NRSNJ G2 FdzZ FAE{ GKS
by the review committee (aftereéarl review).

On the other hand,dllowing the usual improvement route, we have planned a set of major feature
improvements oMeshLalio be implemented during the second yeartbé project:

1 Testing and BenchmarkinginceMeshLabversion 1.4 (delivery planneid spring 2011, betan
Janary 2011) we started to include some form of automatic testing of all the filters and
functionalities in order to improve significantly the overall robustness of the tool and to
guarantee stability in performance.

1 RI infrastructure:following the evolutim of the deployed version of the Rl we have prototyped
again the RI communication featuresiéshLab

9 Texture Alignment and processingAn integrated framework for the management of images and
3D models has been introduced in v.1.3, wMleshLabv.2.0(release planneth early2011) will
include the functionalities required for the registration of photographic images over sampled 3D
models (imageo-geometry alignment or registration) and tools for the integrationcofour
data contained in multiple ieges over 3D models (texture map synthesisaour-per-vertex
encoding).

The new versions dfleshLakdelivered in ¥ar?2 are:
1 April 30, 201Gv. 1.2.3
1 September 2010v. 1.3 beta
1 November 2010v. 1.3
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New features added iMeshLabversion 1.3 include

1 Totally restructured view/window mechanism. N@awailable
o multiple windows of the same mesh
o standard orthographic viewing directions (up/down/ledtc)

o copy/paste of current viewing parameters between different windows (you can even
save them for l&er re-use...);

1 A new singlesharedlayer window replaces the old approach (that was forcing the existence of
one layer for each document); the new shared layer is now relative only to the current mesh
document (a mesh container that holds a set of meskiki&h are correlated according the
user's requirement).

1 New behaviour for filter creating meshes. Empty mesh documents are now meaningful (for
example this is useful to create procedural meshes)

1 New interface and behaviour for decoration pling, nav they can have dynamic parameters.

1 The isoparametrization filter is now completed and fully debugged (this filter implements the
new algorithm proposed in papefr$.1.1] described in dsk4.5). It allowghe production ofa
parametrized mesh with an assiated texture map, offering ideal characteristics for the
conversion of scanned 3D models withiourattribute to a simplified base mesh with texture
mapping encoding of theolourchannel.

1 New Radiance Scaling rendering mode (a new shader providietyea bisualization of
curvature variations on models).

A major redesign of theMeshLabarchitecture was needed to port in the tool the algorithmic solutions
for colour management The new solutions devised in WBR8D Artefact Acquisition by CNRSTIto
manage thecolour data (set of photographs acquired either by a scanning device or, better, by a
standard photographic camera, with no information on the inverse mapping to the digital 3D model) are
being ported to theMeshLabplatform. SinceMeshLabwas initially designed by focusing mainly on
geometrybased processing, we had to extend the system by including a number of data structures for
processing images as well, and for managing the relations between images and 3D meshes. This activity
is currenty ongoing: a number of internal instruments and revised data structures have been already
introduced in version 1.3 beta. Porting of the following algorithms is in progress: (a) automatictonage
geometry alignment; and (b) for the synthesis of blendextues maps. This porting is de facto a re
design and partial kmplementation of the new solutions designed by GISRI in WP4. Those features

will be released with the new version BfeshLal(beginning 2011).
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MeshLabvalidation / bug fixing

According with the comments and suggestions of reviewers (see tharY project review results),
efforts were maddo follow the reviewers suggestions. See some details below.

Recommendation 2 (maturing): Consolidate the software tools that are planned to be usetina in
the centre of competence by setting up benchmarking suites and not just unitary tests (this may require
additional resources).

Definitions oftwo categories of testing protocolzave been startedone based on automatic thorough
unit testing ofall the filtering capabilities oMeshLaband another one based on a small number of
selected standard workflows based on reference datasets.

For example, some default set of range maps conairgy chosenfrom different acquisition devices
(triangulation, time-of-flight, photogrammetric) that can be used to produce a final object following a
precise pipeline of processing. The previous knowledge of the mgatdity result of the processing
will allow us to evaluate/detect possible inaccuracies or errooslpced by testedleshLakinstance.

Design is in hand dhe required extensions and modification of the system to provide uhé# test
feature, as requested by the reviewers.

Recommendation 3 (users): involve a variety of users in the training, tesithgalidation of the tools.
For MeshLab use an existing webased bug tracking system and devote more efforts at treating the
feedback (this may require additional resources).

MeshLabprovides from the very beginning of its story an opgab-basedbug tracking system We
decided to use the instruments provided $gurceforge.con(see at:

https://sourceforge.net/tracker/?func=browse&group_id=149444&atid=774731

More than220 bug reports have been opened so far by external users (and treated bySIN&Raff).
Probably we have not explicitly presented at the review meeting (where the presentation was very short
indeed) the size and collaboration of the existing communityleS§hLatusers.
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800 SourceForge.net: MeshLab: Bugs =
@- (#) & (FG( hup://sourceforge.net/tracker /Tfunc=browse&group_id=1494448atid=774731 Q)
Most Visited ~ —
snurcem Register Login [N}
Find Software Develop Create Project Blog Site Support About enter keyword u
SourceForge.net > Projects > MeshLab > Tracker > Browse Tracker ltems
MeshLab Share »
Summary | Files | Support | Develop | Hosted Apps | Tracker | Mailing Lists | Forums | Code
Addnew = Browse
Tracker: Bugs
Search: Search ) Ad: Options  RSS
Page:123..9 Next 1-25 of 220 Results - Display (26 %)
D Summary Status Opened Assignee Submitter Resolution Priority
Assignee: [ Any 12 Status: (CAny 13) Category: [ Any 13) Group: (Any 12) Submitter: Keyword: Artifact ID:
Permalink W/
3102049 Transparency in Multiple Layers does Open  2010-11-04 nobody nobody None 5
3096368  Crash on Windows after closing Open  2010-10-27 nobody bitbauer None 5
3095526 Compilation problem: structuresynth.pro Closed 2010-10-26 nobody dkolin Fixed 5
3093561 crash on opening wavefront obj file consisting of only curve Open 2010-10-23 nobody nobody None 5
3002106 MeshLab crashing Open  2010-10-21 nobody nobody None 5
3091203 Linux vis-a-vis Windows Closed  2010-10-20 nobody nobody Duplicate 5
3085949 Meshiab v1.3.0b: compilation under linux problem Closed  2010-10-12 nobody dkolir None 5
3085943 Geometric eylindrical unwrapping uncoloured Closed  2010-10-12 nobody dkolin None 5
3082841  Runtime errors Open  2010-10-07 nobody nobody None 5
3081807  meshiab crashes on Wir Open  2010-10-06 nobody nobody None 5
3080621 [meshlabserver] small components selection does nof Closed  2010-10-04 nobody nobady Fixed 5 vy
v
Done
[ MeshLab v1.2.2 ]

This resource is also accessible directly from

MeshLab

Menu MeshLab-> help-> submit a bug

(see figure on right side).

=N |

e 00

madonna_2M.ply

If Meshlab close unexpected way (e.g. it
crashed badly) andif you are able to repeat the
bug, please consider to submit a report using the
SourceForge tracking system.

Hints for a good, useful bug report:

- Be verbose and descriptive

- Report meshlab version and 0S

- Describe the sequence of actions that bring you to the crash.
- Consider submitting the mesh file causing a particular crash.

Cancel ( Submit Bug )

aces 2000000

Many notablebug fixeshave been consolidated since the delivery of version 1.2.1.

10
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[ XeXs) MeshLab Stuff

Another resource setup for op OoO . oxg e e e evos cetesmear s it SR
MeshLatusers is theMeshLab — :
Blog

i MESHLAB STUFF

http:// MeshLatstuff.blogspot.co
m

(see figire on right side).

It contains muctuseful
information concerning new
releases andhow-to-do
descriptions. It is obviously open
to comments by the users. o

It is currently visited by around
700 users per week.

New algorithmic results

The activity on mgh parameterization progressedThe activity related to the design and
implementation of theisoparametrization algorithmsge paperT5.1.1]) is nowiinalized the algorithm
has been ported tdMeshLakand fully debugged.

We have worked also on algorithnisr: (a) converting triangulated meshes into meshes based on
guadrilaterals (already ported thleshLab and (b) simplification of quablased meshes. The new quad
based simplification algorithm has been published (see pgpei.3) and we are currently pting this
code toMeshLab

Early assessment

MeshLabhas been used in several test cases directly coordinated byl€NRsee for example the
Madonna di Pietranico work described in Task @Reassembly of fragmented artefagtthe scanning

of Michelargelo's Pieta done at Galleria dell’Accademia museum; scanning of architectural scene done
at S. Gimignano, Pisa and Florence). These test cases allowed us to test the features and performances
of the tool on highly complex application scenarios.

Training
MeshLabwas extensively used in all IDOFORM training initiatives.

11



3D-COFORM .B.2 (PUBLIC)

Watermarking of 3D meshes

The watermarking toohas been integrated within MeshLas a plugn and appears in the filter menu.

This has been done accordinghteshLabguidelines for softwre development. Such a processing tool

is composef two basic parts: an embedder and a detector. The embedder takes as input-thee to
watermarked 3D mesh, the watermark parameters and other settings such as power, false alarm
probability and so on, andives as output the watermarked 3D mesh. On the other side, the detector
takes the tebe-checked 3D object (supposed watermarked) and the watermark parameters, and gives
as output aBooleananswer (e.g. the 3D mesh contains or not the searched watermahi€).3D input

data formats are all those thafleshLabsupports such as 3Btudio, STL, Stanford Polygon, VRML 2.0,
etc.

At the end of the second year of th@oject such a tool presents a sufficient degree of effectiveness
with respect to the expected regrements like robustness, making watermark unperceivadnhel
security.

The publications produced5.1.7, T5.1]8are part of a general analysis carried out within this project in
the scientific sector of data integrity and adfdilsification, which are undamental in the field of
multimedia for cultural heritagemultimedia forensics and security where watermarking algorithms are
positioned.

Integration with 3D sampling devices

The integration of the sampling devices witteshLahis progressing, but wibe fully demonstrated and
debugged when those tools will be delivered (planned delivery isan3rand ¢ar4).

Concerning thédRC 3platform, improved management of poifitased raw dataset is being included in

MeshLab This is done by working on tvdifferent streams: (a) adding new specific pelirased features

in MeshLaband (b) by designing an algorithm for creating a complete model out cAR@ 3Daw data

that could be used also directly on tHeRC 3xerver. In the second stream, the idea dsgenerate

meshes at theARC 3Dserver side. The algorithm aims to give an automatic implementation of the

LINE OSda RSAONAROSR Ay d&ARCME >agk®d (TheyaBorithny Bkestalndimfodr | (G A 2 y
of depth-maps as input, cleans them and merdgleem into a single point cloud. This point cloud is then

used as input to the Poisson reconstruction algorithm to create a watertight mesh. Finally, redundant

T OS&a INBE NBY2Q0SR® LyAGArf G(Sada akKz2g (Ktods, G KAA |
i.e. when the images have enough overlap and are not too noisy. IfARE 3Dmage shooting

instructions are followed, these constraints should be satisfied. An example of a reconstruction obtained

by this method is shown in the followirkggurel.

12
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Figurel. Some examples of meshes produced by the new reconstruction algorithm that can be added to

the ARC 3Berver.

3.2 Synthetic description of partners contributions

Contribution ofpartners to Bsk5.1 activities and results has been as follows:

T

CNRISTI: contributed to ask 5.1 with the design of extensions of thdeshLabtool and with
maintenance and bug fixing; contribution task5.2 was on surface completion tool and basic mesh
curvature filters.

MICC: porting of th&D watermarking filter othe MeshLalplatform

KUL: implementation and evaluation of an improved reconstruction pipeline that could be added to
the ARC 3Berver.

Spheron: integration of its forthcoming device witiMeshLab Integration is done via an
intermediate file that transfers geometry, texture and provenance data.
Breuckman: design of the new scanning device and on its integration MikhLab

3.3 Deviation from work plan

No deviations from the work plan habeen regstered for Task 5.1.

13
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3.4 Plans for the next period (adaptations to the work plan of the
next period)

The activitywill proceed according to the original plan. Major results expected are:

1 New versions oMeshLabwill be delivered during the next yeawith a new version delivered as
soon as a sufficient number of new features and improvements (bug fixes, redesign of interface)
will be finalized. We will try to keep the same frequency of new versions produced irR22009
(approximately, an improved veion every four months).

9 Watermarking filter: finetuning and bugfixing will be carried out and at the end of the third year
a new version will be released ad/a@shLalplugin

9 Progress in the development of the integration of the sampling devicesMathLab

1 We will evaluate the possible integration of the automatic reconstruction feature inARRE 3D
server; but this will not replace the standaktieshLalplug-in, since in most acquisition projects
manual cleaning of the raw data and sophisticated pssing will be required to produce good
guality results.

14



3D-COFORM .B.2 (PUBLIC)

4 Task 5.2 z Methods for shape analysis

4.1 Activities and resultsin Y ear 2

Objectives of Task 5.2 are: to design udeven analysis and geometry based segmentation; to design a
userdriven tool for canpleting sampled representations; to design new methods for LOD encoding /
rendering of CityEngine models. The activity of the first year of the project focused mostly on the second
and third objectives, finalizing the design of a tool based madiive gpproach for closing holes on 3D
scanned models. Conversely, the activity of the second year covered all three objectives.

Shape Analysis component

The objective of the Shape Analysis component for the second period of the project was to implement
the functional specification defined during the first perigdocumented in the deliverables D3(IWP3

First Year Report and D5¢LWP5 First Year RepriTherefore, the basic infrastructure should be
implemented and the first level of hierarchical manual segtagon should be supported.

The basic hierarchical segmentation was implemented, based on manual segmentation, such that the
user can define boundaries, which are automatically closed (following the shortest path or the main
curvature) and then he can sett the regions, which can further be segmented. The basic data
structures for representing meshes and computing curvailln@sed on guadric fitting)as well as for
guerying and traversing the neightwing information from different poirg of view were sacessfully
developed and tested by the developers. Additionally, the manual segmentation capabilities were
implemented as aplugin, such as it can be employed in the Integrated Viewer/Browser (IVB) for
redlining (seeFigure2) ard selecting areas of interest, which could afterward be annotated, seeking
always for a very intuitive and simple user interaction. Thigrin was implemented according to the
plugin system of the IVBplease seeDeliverable D7.2, WP7 Second Year Repoand supporting
OpenSgG, in order to ease the integration within other-GDFORM tooldn order to explore the
capabilities of our tool, a testing phase was conducted veittefacts coming from an acquisition
process, based on Lef@hifted Structured Lig [T5.2.4] for reconstructing fine details of Girtefacts
(resolution down to 55 micron), as the coin displayed in the following image.

15
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Figure2. Example of a redlining operation on a 3D mesh.

The segmentation process consisfawo steps:
9 Generate borders

9 Select regions

These two functions can be used in any arbitrary order. Thus, after selecting some regions additional
borders can be added to select different regions, or the other way around. Overlapping borders are
tracked & well, in order to be able to create intersections between different regions.

Generating bordersthe user can pick points on the mesh and the points are interconnected through
existing mesh edges to generate a border. The connection of two picked poicagculated by finding

the shortest path among mesh edg&pecial attention has been drawn to usability issues (navigation is
possible while defining a contour), in order to achieve an intuitive generation of boreigig.e3 shows

the process of defining some borders on a 3D mesh.

16
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Figure3. Example of generating borders on a teddy within seconds & picks only. The current
border is visualized in red while other existing borders are taigk.

Selecting regionsthe user can select @olourfrom acolourtable and then pick a point on the mesh. A
region growing algorithm is applied using as a seed the picked point, which then gagiginbouring
triangles until a border is reached. Theached border is visualized with a thick line in a slightly darker
colour.

Since several borders can be defined, arbitrary regions with several independent borders can be
selected in other words a region can be defined by a set of borders and bordersecahared by many
regions.For examplethe region on the arm of the teddy meshkiqure 4) consists of three separate
borders. Overlapping borders are tracked too, in order to allow the user to generate regions of
intersectionsRegions can beoloured, and selected or dselected according to the ufR@eeds.

17
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8

Figured. Examples of different regions, created according to different combirsaifdhe selected
borders.

Some activity concerned also the extension of the rimsents included inMeshLaband in the
underlyinggraphics library (VCGIib) to support shape analysis computations. We have extended the
basic features oMeshLabconcerning curvature estimation adding new techniques for both estimating
curvature in a morgeometrically robust way and interactive techniques to drive selection of portion of
mesh according to a function defined over these values according to user needsigeesb). In this

way the user can déefe in a very flexild way how ¢ detect a given portion of the mesh according to
multiple combined values (curvature, visibilieglour, etc).

18
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8006 - - 4 MeshlLab v1.3.0b =
eocodes OB D DLW B v s BB REMEB - X~
enNo

) Select Faces by Vertex Quality

Select all the faces with all the vertexes within the
specified quality range

Min Quality 3755346 —O—

Max Quality 376203 ] ——

[l Inclusive Sel.

@ Preview

Default

Close

Figureb. Mean curvaturecontrolled interactive selection of the inscription. The user can interactiv
change the curvature threshold used to segment the pit portions of the inscription. Standard
morphological operators (erosion/dilation) can be further agptie better clean the segmented outpu

Tools for completing sampled representations

The seconabijective of Bisk5.2, completing sampled representation, has some apparent similarity with
the work done in Task 5.3. It is therefore important to underline here that the goal of this activity in Task
5.2 is toselect structured region®f a sampled modethat need to be completed (since 3D scanning
usually produces incomplete sampling of complex surfaces) and, after selection, to propose geometry to
complete plausibly those unsampled regions. Therefore, the activitgsk5I2 has some similarity with

the activity in sk 5.3 (for example, a similar usdriven sketchkbased approach is adopted and
implemented for the selection of proper surface regions) but the purpostthe geometry processing
performed is completely different.

The work has progressed this subtask with the development of a us@ssisted tool that allows the

user to detect elementary architectural elements contained in the sampled data (e.g. columns on the
facade of a building)A userassisted sketclvased frameworkwas designedsee Figure6) to extract
highlevel primitives (e.g. columns or staircases) from scanned 3D models of structured artworks (e.g.
architectures). The framework offers a unified level of representation of tHeviel primitives, soltat

new types of primitives can be easily added as {isgto the main engine. Primitives are fitted with a
userassisted procedure: the user suggests the approximate location of the primitive by means of simple
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mouse gestures, sketched over a renderifigh® model. The viewpoint that was selected prior to the
sketching is also takentm consideration as hints on the orientation and size of the primitive. The
engine performs a GPU assisted fitting and the result is shown in real time to the udwrc g€éstures
cause the system to add and fit groups of primisiireone go (e.g. a column complex, or a sequence of
windows). This tool is described in detail in paper [T5.2.3].

Figure6. An example of sketdhased selection of argjle column, fitting and selection of the other
similar components.

CityEngine Semantic LoD Rendering

In general, complex 3D models of cities and buildings (e.g. ancient Pompeii or Rome in the context of
3D-COFORM) need to be simplified in ordeetmble efficient rendering. The basic idea is to cull away
details which are too small to be visible (below pixel sizewhich are hidden and slow down
transmission and rendering without contributing to the perceived images. Established mesh decimation
techniques (sedigure7) are usually not suitable fahe building modelsrelevant to 3ADCOFORMs

they (1) do not have the necessary topolotlyeée models consist of many disconnected meshes) and

(2) tend to destroy architectutly relevant building parts.
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Figure7. Traditional mesh decimation algorithms tend to destroy architectural models. This example has
been produced with a standard vertex clustering technique.

In Year 2 we have worked on two padligms to tackle the levadf-detail challenge for procedurally
generated city models:
1.Explicit creation of lowes polygonal models from 4és models based on geometry, mesh
hierarchy and semantic information.
2.Direct rendering of grammarased model desiptions, generating as much detail as is visually
needed.

Approach 1: Creation of loves polygonal models:

The idea of the first approach is to use the geometrical, hierarchical and semantic infornkagare8)
produced by agrammarbasedmodellingsystem to segment the models and replace expensive parts
with simpler primitives. This approach is currently described in a Master Thesis [T5.2.1]. While achieving
a good segmentation and simplification based on meshes only tumédto be very hard, we
successfully used the scegeaph information produced by the grammar to reorganize it into volume
facade sukrees. These subrees are then replaced by simple primitives used an iraaged shape
matching with alignment optimizain.
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