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1 Executive Summary  

The document presents the status of the work under Work Package 4 (WP4) ς 3D Artefact Acquisition - 

at the end of the first year of activity of the 3D-COFORM project. 

The activities are progressing well, following the original work plan, drafted in the project proposal and 

in the contract. Most of the work planned for the first year was to design the specifications of the 

different components developed by the partners, addressing both internal requirements and 

requirements resulting from their expected integration in the overall 3D-COFORM framework. All 

milestones were accomplished in time. Notably, the first alpha version of the improved ARC 3D 

reconstruction service, a first implementation of one of the components, is completed, although it has 

not been made publicly available yet. 

No major problems or deviations were encountered during the first project year. The activities are going 

to continue according to the plan as described in the project contract.  

2 Introduction, component description and integration  

In this report, we present the advance made in the first 12 months of the 3D-COFORM project. These 

mainly consist of creating the specifications for the components, but also include some early research 

achievements. 

This document is organised as follows. Section 3 reviews the overall objectives of WP4 as well as the 

work that was planned for the first year of the 3D-COFORM project. Then, Section 4 presents the work 

that was performed during this first year. The presentation is done per task and per partner (sub-task), 

following the structure of the original Description of Work (DoW). For each task, a section is devoted to 

the analysis of the deviations between the work performed and the work planned, and an additional 

section presents the path forward for the second year of the project. Finally, an overall conclusion on 

the first year of work is given in Section 6. 

It must be emphasized that a large part of the work performed by the different partners in this first year 

aimed at developing the functional specifications of the 3D-COFORM components being developed as 

part of WP4. These specifications are summarized in the sections on the work performed, but are 

supplied in full detail in the (non-public) appendices. These specifications not only address the internal 

requirements of each individual component, but also the requirements with respect to their integration 

within the 3D-COFORM framework. 
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3 WP 4 ɀ 3D Artefact Acquisition ɀ Detailed description 

of work  

This section reviews the overall objectives of WP4 ς 3D Artefact Acquisition - as well as the work that 

was planned for the first year of the 3D-COFORM project. 

3.1 General objectives  

The basic objective of WP4 is to provide groundbreaking technologies for the efficient and effective 3D 

digitization of movable and immovable objects. Here, the emphasis lies on the ability to handle a wide 

range of different objects and material types, on reducing the costs of digitization (both in terms of 

equipment and time), and last but not least on the improvement of model quality. The objective is 

subdivided into five tasks, adjusted to the requirements for the different types of objects and materials. 

The task T4.1 is especially dealing with immoveable heritage, while the tasks T4.2-T4.4 handle different 

kinds of movable heritage; the goal of T4.5 is solely the acquisition of reflectance data. 

3.2 First year work plan  

The activity of WP4 ς 3D Artefact Acquisition - is subdivided into five tasks. The activity planned in the 

first year for the five tasks has been defined in the DoW document as follows. 

T4.1 ς Immovable heritage 

In the first 12 months of the 3D-COFORM project, the team planned to first establish the functional 

specifications for the components being developed as part of T4.1. There are three components: (1) an 

enhanced version of the ARC 3D Webservice, amongst others providing an automatic registration of a 

complete textured model out of the registered depth maps and their corresponding images; (2) a 

colour-projection tool, allowing the creation of high quality textures for a given 3D mesh from 

uncalibrated images; (3) a laser-based 3D geometry and HDR (High Dynamic Range) texture scanner. 

Additionally, the partner KUL planned to provide an alpha release of the enhanced version of ARC 3D. 

T4.2 ς Movable, regular objects: In-hand scanning 

In the first 12 months of the 3D-COFORM project, the team planned to establish functional 

specifications for the components being developed as part of T4.2. There are three components: (1) an 

in-hand scanning device that allows the digitization of 3D-objects by manipulating them in front of the 

scanner; (2) a processing software component, dedicated to on-line automatic registration and merged 

rendering of the sample data; (3) a modified version of the Breuckmann 3D scanner that can be hand-

held. 
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T4.3 ς Movable, regular objects: Dome-based acquisition 

In the first 12 months of the 3D-COFORM project, the team planned to establish functional 

specifications for the components being developed as part of T4.3. There are two components: (1) a 

transportable mini-dome component, capable of estimating surface reflection properties and 

reconstructing a 3D model through photometric stereo; (2) a multiview-dome component, providing a 

combined photometric-multiview 3D object reconstruction. 

T4.4 ς Movable, optically complicated objects 

In the first 12 months of the 3D-COFORM project, the team planned to establish functional 

specifications for the component being developed as part of T4.4: an extension of the T4.3 multiview-

dome set-up, to support new reconstruction techniques, capturing optically complicated objects, i.e. 

with reflective or transmissive materials. 

T4.5 ς Reflectance Acquisition 

In the first 12 months of the 3D-COFORM project, the team planned to establish functional 

specifications for the components being developed as part of T4.5. There are three components: (1) an 

extension of the ARC 3D reconstruction Webservice, aiming to derive additional surface reflection 

information from points seen in different images; (2) a BTF (Bidirectional Texture Function) sampling 

and (multi-scale) synthesis component, allowing the extraction of materials from measured objects and 

synthesizing BTFs from photographs; (3) a new robust colour data acquisition component, capable of 

working in unconstrained environments (i.e. not under laboratory conditions). 

4 Work performed  

The work performed in the first year of activity is described in the following, focusing on each single 

task. 

4.1 Task 4.1 ɀ Immovable heritage  

In the first 12 months of the 3D-COFORM project, the partners of Task 4.1 have established the 

specifications of the components they are developing as part of this task. Then, work has been 

performed by KUL in developing an algorithm for the actual reconstruction of a (if possible) closed 3D 

mesh with texture from the output of ARC 3D. 

4.1.1 T4.1 ɀ Work performed at KUL  

In the first 12 months of the 3D-COFORM project, KUL has performed the following tasks. 
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4.1.1.1 ARC 3D: Functional Specifications 

The functional specifications of the enhanced ARC 3D component have been established addressing 

both component-specific and 3D-COFORM integration requirements. Some of these specifications were 

derived from our own analysis of the requirements as well as from the feedback obtained from some 

frequent users of the system (see section 4.1.1.2 below). The main requirements for the enhanced ARC 

3D component include:  

(1) Removal of some constraints on the input data (i.e. the current system requires the input 

images to be submitted as a sequence and they must all have the same focal length);  

(2) Improved colouring ƻŦ ǘƘŜ ǊŀƴƎŜ ƳŀǇǎ ƻōǘŀƛƴŜŘ ŦƻǊ ŜŀŎƘ ƛƴǇǳǘ ƛƳŀƎŜΦ 9ŀŎƘ ǊŀƴƎŜ ǇƻƛƴǘΩǎ colour 

must be calculated by taking into account the colour information in all images that contributed 

to its calculation;  

(3) Production of a textured 3D mesh model of the reconstructed scene, instead of the set of 

registered meshes currently obtained (on MeshLab) from the calculated depth maps.  

The detailed Functional Specifications of the ARC 3D component can be found in the non-public 

Appendix. 

4.1.1.2 ARC 3D: User Feedback 

Frequent users of the ARC 3D Webservice were interviewed (using a questionnaire) to obtain feedback 

on the usefulness but also limitations and expected improvements to the system. Overall, it appears 

that ARC 3D is definitely a useful tool because it enables (in combination with MeshLab) some 3D 

reconstruction at no cost, and with minimal requirements (a camera, a standard computer and an 

internet connection). Nonetheless, users have pointed out some limitations that we intend to address. 

The main ones can be translated into the following requirements: 

 Reduce the constraints on the input data (i.e. images in a sequence, and with constant focal 

length); 

 Provide detailed feedback in the case of reconstruction error; 

 Improve reconstruction quality, particularly for non-textured areas. 

The results of this questionnaire survey were presented at the 3D-COFORM User Feedback Workshop at 

the 2009 VAST Conference. These requests were taken into account in the list of requirements 

established for the functional specifications presented in the non-public Appendix. 

4.1.1.3 ARC 3D: Implementation  

An algorithm has been under development for the registration of the depth maps obtained from ARC 3D 

and the subsequent calculation of a (possibly closed) 3D mesh model of the acquired scene (instead of 

the set of registered meshes currently obtained through MeshLab from the calculated depth maps). 

Some promising results have been obtained as shown in Figure 1 below. The algorithm remains under 
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development and thus has not been made publicly available yet. Furthermore, based on the time 

performance that we achieve with it, we will either integrate it into the ARC 3D processing (if it is fast 

enough), or replace the current MeshLab plug-in with it (if it is too slow). 

 

(a)    

(b)    

(c)  

Figure 1: Example of results obtained with the ARC 3D textured mesh reconstruction algorithm under 

development: (a) two of the input images; (b) depth maps calculated for these two images; and (c) the 

reconstructed 3D model of the scene. 
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In addition, some preliminary work has been conducted in improving the robustness of the ARC 3D 

service with respect to the input data. More precisely, we have been working on removing the 

constraints on the input data. The enhanced ARC 3D Webservice will soon enable (1) the submission of 

images with non-constant focal lengths but possibly with EXIF (Exchangeable Image File Format) data, 

and (2) the submission of images in random order. Note that the decision to conduct this particular 

improvement to the system resulted from the feedback from multiple current users of ARC 3D, but was 

not defined in the original DoW.  

4.1.2 T4.1 ɀ Work per formed at ISTI -CNR 

The focus of the first year activity in T4.1 was to contribute to the specifications of the ARC 3D 

component (an effort lead by KUL and described in the previous subsection), contributing to the 

specifications for the Colour Projection component.  

In the first 12 months of the 3D-COFORM project, ISTI-CNR has concentrated on new algorithms for 

acquiring and mapping colour information (described in detail in Task 4.5 ς Reflectance Acquisition). 

These will be integrated later with the design of T4.1. 

4.1.3 T4.1 ɀ Work performed at Spheron 

In the first 12 months of the 3D-COFORM project, Spheron has performed the task of establishing the 

specifications for the Spheron Scanner component. 

4.1.3.1 Spheron Scanner: Functional Specifications 

4.1.3.1.1 Purpose of the Spheron Scanner Component [ssc] 

The purpose of the Spheron scanner component is to enable a Cultural Heritage (CH) expert to digitize 

non-moving objects in both geometry- and texture. 

 

Figure 2: Illustration of the purpose of the Spheron scanner component [ssc]. 
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4.1.3.1.2 Use Scenario 

How will acquisition take place? 

When on location, the [ssc] ǿƛƭƭ  ǇǊŜǎŜƴǘ ƛǘǎŜƭŦ ǘƻ ǘƘŜ ǳǎŜǊ ŀǎ ŀ άhƴŜ/ƭƛŎƪέ ŘŜǾƛŎŜ, requiring not much 

more but to switch it on, to insert the operators signature card, provide authentication and then to 

press the capture button. After performing a self calibration, the [ssc] will scan both geometry- and 

texture and store the corresponding raw-data on a non-volatile memory.  

 

Figure 3: an artistΩs impression of the [ssc]. 

4.1.3.1.3 Functional requirements / internal / external  

What does it mean for the [ssc] to digitize? 

The [ssc] shall deliver 3D-coordinates (X,Y,Z) and colour-values (R,G,B) for surface elements in direct line 

of sight from the scanner and within a given radius around the scanner. The geometry is given in the 

coordinate system of the scanner and as a floating point triple. The texture is given as a floating point 

value for RGB and shall cover a high dynamic range. The challenges are the spatial- and colorimetric 

accuracy, their dynamic range and resolution, and the quality of the correspondence between geometry 

and texture. 

What are immoveable objects? 

Objects are expected to be stationary (immoveable) on both the time- and the spatial scale of the 

acquisition process [minutes; mm] and to have a significant diffuse reflection component in order to 
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scatter some light (e.g. no glass, transparent liquids, air, etc. ), which is sent from the scanner to the 

object (to measure its distance). 

What else will be acquired? 

Apart from the captured data and the device-calibration and -metadata, the [ssc] ǿƛƭƭ άŀŎǉǳƛǊŜέ 

localization (date, position and time, by using GPS) and authentication (digital signatures for the 

data/metadata; by applying standard cryptographic methods). 

What will happen post acquisition? 

The operator will have to download the [ssc].raw data from the device and import it into a dedicated 

post processing engine (the ssc-engine). 

What will the ssc-engine do? 

The ssc-engine will transform the [ssc].raw data into an intermediate (the [ssc].intermediate). During 

this step, the device fundamental calibration-data and the self-calibration data is applied. 

What are the requirements to the intermediate file-format? 

The [ssc].intermediate has to be suited to transport the RGB-XYZ points, the device-, operator- and 

location-metadata, the digital signature and eventually some device pre-processing provenance data. 

We want all this information to exist in one single file; we want it to open it fast; and we want it to 

compress losslessly. 

Which file format / architecture will be used for the intermediate file? 

We will use OpenEXR. It fulfils all the requirements mentioned above. In addition, it is an open, well-

documented and well-supported standard. For more information on OpenEXR, visit www.openEXR.org. 

For a summary on the advantages of OpenEXR, see Section 8 Appendix A. For an illustration of the 

intended workflow, see Figure 4: data flow. 

http://www.openexr.org/
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Figure 4: data flow 

4.1.3.1.4 How to proceed to the 3D-COFORM universe? 

We will write a tool to ingest the intermediate into the 3D-COFORM repository. In addition we will 

develop a tool to ingest the metadata for each intermediate file into the 3D-COFORM repository, for 

additional information on the interface to the RI, see SectionΥ άInterface with the RIέ below.  

Also we will write a plug-in which allows the [ssc].intermediate to be opened with MeshLab; for 

additional information on the plug-iƴΣ ǎŜŜ ŎƘŀǇǘŜǊ άInterface Data TypesέΦ 

4.1.3.1.5 Provided Services (to other components) 

As the [ssc] is an input device and the post processing is straight forward, it is expected that Spheron will 

not need to provide a substantial service to other components, but we anticipate contributions to an 

Import-plug-in (for the [ssc].intermediate-file) for MeshLab. 

4.1.3.1.6 Needed Services (from other components) 

We suggest contributing to a File-Open Plug-In for MeshLab. The plug-in would have to open an 

[ssc].intermediate and hand over a list of coloured points to MeshLab, see section Interface Data Types 

below. 
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4.1.3.1.7 Used Data types  

Internal data types 

 Device   Standard C/C++ data types 

 Ssc-engine standard C++/C# data types 

I/O Data Types 

Device RAW data 

A proprietary kind of BLOB (Binary Large OBject) with a proprietary file ending. 

Post processing engine 

For the intermediate file format: OpenEXR + specification for environment maps + z-layer.  

Interface Data Types 

MeshLab Plug-in 

The plug-in for MeshLab shall allow: 

 to select a [ssc]intermediate file 

 to check file integrity, do a file open  

 to choose a mip/map level (= resolution) 

 to read the 3D-points (and eventually their colour, see below)  

 to deliver the 3D-points (and their colour?) into the MeshLab architecture 

 to identify a successful import into MeshLab. 

4.1.3.1.8 Interface with the RI 

Once processed, the data of the [ssc] needs to enter the 3D-COFORM universe. Figure 5: data flow 

between the [ssc] and the RI: 
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Figure 5: data flow between the [ssc] and the RI. 

From the data flow diagram, it is seen that we need 

1. A Container for the [ssc].intermediate (a BLOB, binary large object) 

2. An XML container for the recorded metadata, e.g. 

Acquisition metadata (who, when, where) 

Acquisition User; 

Acquisition Date/Time; 

Acquisition Location; 

Acquisition Digital Signature; 

Device metadata (how): 

Component; 

Component Version; 

Component Status; 

Provenance data (what):  

Captured Raw Data  / raw data Hash Values; 

Processing Information; 

Object metadata (what, why) 
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REMARK: Based on the existence of a sample ingestion tool (from TU Graz), and an estimation from 

FhG-IGD it is assumed that an effort of (about) one week will be needed to complete a dedicated 

άǎǇƘŜǊƻƴέ ƛƴƎŜǎǘƛƻƴ ǘƻƻƭΦ  

4.1.3.1.9 User Interface 

The device will have the following: 

 Master On/Off-Button and a corresponding signal (haptic, optic, acoustic). 

 Acquire/Stop-Button and a corresponding signal (haptic, optic, acoustic).  

 Touchscreen / Icons for additional information / parameterization: 

o NVM capacity 

o GPS availability 

o PIN entry 

o expected uptime (battery) 

o etc. 
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4.1.3.1.10 Functional specification 

The most relevant parameters are given in Table 1: functional specification of the [ssc]. 

segment parameter criteria remark 

imaging spectral sensitivity Separation of visible spectrum into a colour triple 
(RGB). 

UV blocking filters, IR blocking filters. 

 full spherical resolution More than 200 MPixel. Measured in an equirectangular 
projection of spherical image. 

 dynamic range >= 26 f-stops For each colour channel (RGB). 

 capture time Less than 2 minutes  

3D measurement distance range лΣрƳ Χ млƳ !ǊƻǳƴŘ ǘƘŜ ŘŜǾƛŎŜ άcentreέΦ 

 accuracy (radial) 90% of values within +/- 3mm around average For all values within distance range. 

 resolution (radial) 0,5 mm For all values within distance range. 

 distance acquisition 
rate 

More than 500 kSamples/sec.  

 full spherical scantime Variable; depending on required resolution. to match the 200 MPixel in RGB:         
~ 3 Minutes (@ 1.0 MSamples/sec). 

data storage  type Non-volatile memory HDD or SSD 

 capacity More than 200 GByte  

environment temperature range лϲ/ Χ плϲ/  

 humidity мл҈ Χ фл҈Σ ƴƻƴ ŎƻƴŘŜƴǎƛƴƎ  

mobility weight Less than 20 Kg Incl. cases, etc. 

 Pcs. Not more than 3.  

 energy Self contained / battery powered  

post-processing output file OpenEXR standard conform environment map (see 
www.openEXR.org). 

Χ ŀǎ ǎƛȄ ŎǳōŜ ŦŀŎŜǎΣ ŜŀŎƘ ǿƛǘƘ п 
channels (RGB+Z).  

user interface visible modality Signals / graphics display.  

 acoustic modality Tones / klicks.  

 haptic modality touch(screen) / buttons /pressure points. (vibration?) 

localization GPS {ǘŀƴŘŀǊŘΣ άƻŦŦ ǘƘŜ ǎƘŜƭŦέ Dt{-device parameters ~ 1..10m accuracy, depending on 
various conditions, Satellite 
availability, reflections, etc. 

authentication digital signatures {ǘŀƴŘŀǊŘΣ άƻff-the-ǎƘŜƭŦέ ŘƛƎƛǘŀƭ-signature approach 
with integrated -on silicon- crypto engine & card 
reader (secured by a private secret (PIN)). 

By signing the HASH value (SHA1/2) of 
the captured data/device-data/ 
metadata. 

Table 1: functional specification of the [ssc] 
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4.1.4 T4.1 ɀ Deviation from work plan  

The work plan for the first year of the project has mainly been fulfilled according to the DoW. Hence, 

there is no significant deviation at this moment. In this first year, two major improvements to the ARC 

3D processing algorithm have been under investigation for: (1) reducing the constraints on the input 

image set; and (2) reconstructing a (possibly closed) textured 3D mesh of the acquired scenes/objects 

from the currently outputted depth maps. Some very promising results have been obtained. 

Nonetheless, some improvements and testing remain to be done. These improvements have thus not 

been made publicly available yet (through an upgrade of either the current ARC 3D Webservice or the 

MeshLab plug-in). 

4.1.5 T4.1 ɀ Plans for the next period  

 KUL: 

o will continue developing the two algorithms presented above and will make them 

publicly available. 

 Spheron: 

o will realize both PCBs and low-level firmware for the RGB_module, the 

embeddedPC_module, the ScanLight_module and the PhiDrive_module. 

o will finalize module development for the PHIdrive, a corresponding PHIdrive test 

platform and perform validation/optimization. 

o will provide first experimental RGB-Z test data sets in the Spheron intermediate file 

format. 

 ISTI-CNR: 

o will continue its activity in the two directions of both improving the support of the 

output of the ARC 3D reconstruction services, offering new functionalities for high 

quality shape reconstructions inside MeshLab, and evaluating if the new acquisition and 

mapping technologies for the production of colour meshes (see T4.5) could be 

proficiently applied to the data produced by the ARC 3D system. 

4.2  Task 4.2 ɀ Movable, regular objects: In -hand scanning  

In the first 12 months of the 3D-COFORM project, the partners of Task 4.2 have established the 

specifications of the components being developed as part of this task. 
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4.2.1 T4.2 ɀ Work performed at ETHZ  

In the first 12 months of the 3D-COFORM project, ETHZ has performed the following tasks. 

4.2.1.1 In-Hand Scanner: Functional Specifications 

The functional specifications of the planned enhanced In-Hand Scanner component have been 

established. In particular, this enhanced version will enable the recording of the manipulation of the 

artefact during its acquisition, which is of interest for (1) recording what is a safe manipulation of that 

artefact (for future manipulation), but also (2) for creating future simulations of the use of the object 

(e.g. showing how a tool is used). The full functional specifications of the In-Hand Scanner component 

can be found in the Non Public Appendix. 

4.2.1.2 In-Hand Scanner: User Feedback 

An interview was conducted with a CH expert to obtain feedback on the interest, usability and 

limitations of the current scanning system in the field. This showed the great interest of the interviewed 

CH expert for this type of scanning system, in particular with respect to its real-time acquisition 

feedback. The proposed functionality of tracking the manipulation of the artefact was also well-

received. Some limitations have also been identified that should be addressed such as the lack of 

automated texturing of the output digital artefact (manual texturing is currently available). In addition, it 

must be noted that the requirement to wear a glove of a different colour to the object (in case the 

object has a similar colour than the human hand) has been reported not to be an issue, as artefacts 

must always be manipulated with gloves. 

The results of this interview were presented at the 3D-COFORM User Feedback Workshop at the 2009 

VAST Conference. 

4.2.1.3 In-Hand Scanner: On-line Loop Closure 

The online loop closure problem inherent to this type of scanning approach (registration of consecutive 

range data (3D patches)) has been solved, so that the online model is of sufficiently high quality to serve 

as the final model. This significant improvement to the system has been published in  [T4.2.1]. 

4.2.1.4 In-Hand Scanner: Hand Tracking  

A method has been developed for tracking a hand in range data while it is interacting with an object. 

This posed significant challenges: strong occlusions by the object as well as self-occlusions are the norm, 

and classical anatomical constraints need to be softened due to the external forces between hand and 

object. This work has been published in [T4.2.2]. 
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4.2.2 T4.2 ɀ Work performed at ISTI -CNR 

The focus of the first year activity in T4.2 was to contribute to the specifications of the In-hand scanning 

component (an effort lead by ETHZ and described in the previous subsection), contributing to the 

specifications for the Colour Projection component.  

In the first 12 months of the 3D-COFORM project, ISTI-CNR has concentrated on some new algorithms 

for acquiring and mapping colour information (described in detail in Task 4.5 ς Reflectance Acquisition). 

These will be integrated later with the design of T4.2. 

4.2.3 T4.2 ɀ Work performed at BREU CKMANN 

In the first 12 months of the 3D-COFORM project, BREUCKMANN has performed the task of establishing 

the specifications for the Hand-Held Scanner component and carried out several tests to stabilize their 

existing scanners. 

4.2.3.1 Hand-Held Scanner: Functional Specifications  

4.2.3.1.1 Purpose 

The purpose of the Hand-HŜƭŘ {ŎŀƴƴŜǊ ƛǎ ǘƻ ŀƭƭƻǿ ǘƘŜ άŦǊŜŜέ ǎŎŀƴƴƛƴƎ ƻŦ ƭŀǊƎŜǊ о5 artefacts. Whereas 

ǎƳŀƭƭŜǊ о5 ƻōƧŜŎǘǎ Ŏŀƴ ōŜ ǎŎŀƴƴŜŘ ǿƛǘƘ ŀƴ άƛƴ-ƘŀƴŘέ scanner, this method is not suitable for large or 

heavy objects or those which must not be moved. Furthermore, some objects, small or large, can simply 

not be touched. Also, existing HighDefinition 3D-scanners, suitable for large objects, require the use of 

tripod or camera stands. In most applications the time for the handling of those devices far exceeds that 

for the acquisition. 

 

Figure 6: Input / Output of 3D-COFORM Hand-Held Scanner Component 

4.2.3.1.2 Functional requirements for 3D-COFORM Integration 

In this section, we present the functional requirements of the Hand-Held Scanner with respect to its 

integration in the 3D-COFORM framework. These requirements mainly refer to the output of the 

component and its ingestion in the 3D-COFORM RI. 

 
3D-COFORM 

Hand-held Scanner 

Component 

Physical 3D object 
Digital 3D mesh model 

+ Metadata 
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3D mesh object: The component outputs a digital textured 3D mesh model of the object. This 3D mesh 

model must be presented in a 3D-COFORM standard format. 

3D mesh object metadata: The component must create appropriate metadata (device, acquisition, 

provenance and object metadata) to be ingested along with the model in the 3D-COFORM RI. 

4.2.3.1.3 Provided services 

The Hand-held Scanner provides a service for 3D digitization of objects (3D + colour). However, it does 

not provide any service (in the sense of a library of functions) to the other 3D-COFORM components 

4.2.3.1.4 Required services 

For the data acquisition itself, no services from the RI or any other component are required. However, 

the ingestion of the output data requires some service from the RI. 

Ingestion of 3D mesh model 

The system must be able to ingest a 3D mesh and appropriate metadata into the 3D-COFORM RI. For 

each ingested object, the metadata will include Device, Acquisition, Provenance and Object metadata. 

Note that whether the ingestion will be performed directly from the Hand-held Scanner software or 

from another application is not as yet defined. 

4.2.3.1.5 Used data types (for IO) 

We discuss here the data structures that are relevant for the communication with the RI (the only 

component with which the Hand-held Scanning component is envisaged to interact).  

 

Output Data: 

3D mesh: in 3D-COFORM standard 3D mesh format. 

Output 3D Mesh Metadata: a 3D-COFORM standard Metadata XML file with the following information: 

Device metadata: 

Device Name 

Device Version. 

Acquisition metadata (when, where): 

Organization, 

User, 
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Date/Time, 

Location, 

Object metadata (what): 

Physical Object 

4.2.3.1.6 Interfaces with the Repository Infrastructure (RI) 

The interface of the Hand-Held Scanner with the RI is as follows: 

 

Figure 7: IO diagram for the Hand-held Scanner component 

Input from RI: 

None 

Output to RI 

3D Mesh: The 3D mesh produced at the end of the scanning process along with corresponding metadata 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 
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4.2.3.2 Stabilizing Tests 

Previous tests with a commercial stabilizing system (steadycam) have shown that there is the possibility 

to stabilize the Breuckmann scanners, which have a typical acquisition time of 1 sec / scan, for FOVs 

larger than about 300 mm. Smaller FOVs with a higher spatial resolution are more sensitive to 

vibrations/movements and require a better stability. Another disadvantage is that the steadycam 

system is quite expensive and heavy. 

Tests with other approaches have clearly verified the necessity to reduce the acquisition time of the 

scanner significantly.  

Breuckmann also started with testing a cheap and easy-to-use optical tracking system, which allows the 

automatic pre-registration of scans, recorded with unknown position of object and/or sensor. A 

prototype of this system will be available within the next few weeks. 

Additional tests are being conducted to find the best compromise between the following conflicting 

requirements: 

- High resolution 

- Quality and completeness of data 

- Weight and price of a stabilizing system 

- Reliability of recorded data 

- Acquisition time 

These tests will be completed within the next few weeks. Based on the results, a concept of a stabilized 

hand-held scanner with an optical tracking system for automatic pre-registration of scans will be 

elaborated.  

Concurrently different methods of accelerating data acquisition and evaluation by means of special 

hardware components have been analyzed. 

4.2.4 Deviation from work plan  

All partners have fulfilled their work plan for the first year according to the DoW. ETHZ reported some 

very good progress: (1) Specifications are established (2) The loop closure problem has been addressed 

(not in the scope of the original DoW, but a significant improvement to the original system); (3) Some 

very good results in the tracking of a hand manipulating an object (in range imagery) were already 

produced. 

4.2.5 Plans for the next period  

 ETHZ: 

o will continue to improve the hand tracking system. 

 ISTI-CNR: 
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o will evaluate if the new colour acquisition methodologies developed in T4.5 could be 

adopted in the framework of ETHZ's in-hand acquisition system to improve the quality 

of the acquired colour data. 

  BREUCKMANN 

o Finalizing the concept for a hand-held scanner 

o Realizing a first prototype of a hand-held scanner 

o Testing and evaluating the specifications of the hand-held scanner 

o Realizing a first prototype of a low-cost optical tracking system 

o Testing and evaluating the specifications of this optical tracking system 

4.3 Task 4.3 ɀ Movable, regular objects: Dome -based acquisition  

In the first 12 months of the 3D-COFORM project, the partners of Task 4.3 have established the 

specifications of the components being developed as part of this task. 

4.3.1 T4.3 ɀ Work performed at KU L 

In the first 12 months of the 3D-COFORM project, KUL has performed the task of establishing the 

specifications for the Mini-Dome component. 

4.3.1.1 Mini -Dome: Functional Specifications 

4.3.1.1.1 Purpose 

The purpose of the Mini-Dome is to acquire the textures and normal maps of objects under multiple 

lighting directions. This data can then be used in an application that enables the user to visualize a 

virtual representation of the object in an environment where the user can change the lighting direction 

manually (image-based rendering). Additionally, it is possible to enhance edges and other irregularities 

in the object surface. Unlike range scanners, the Mini-Dome directly measures the reflectance of light 

and surface orientations.  While not the most efficient manner of acquiring complex 3D geometry, it can 

capture fine engraving and other details at much higher resolution than stereo triangulation scanners.  

The analysis of the object is significantly improved within this virtual environment. It is also planned to 

provide a 3D reconstruction of the analyzed surface, providing further advantages for the presentation 

of the results. A typical use of this tool is the analysis of cuneiform tablets or coins which have flat 

surfaces with very small engraved details (e.g. text). Note that an important aspect of the Mini-Dome is 

its portability. 
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Figure 8: Input / Output of Mini-Dome Component 

4.3.1.1.2 Use Scenario 

A CH professional wishes to scan a set of objects with small, engraved surface details.  The acquired 

geometry and maps of depth, surface normal, albedo, and reflectance may be used for the user's own 

research or to share with the rest of the CH community.  The Mini-Dome is particular appropriate for 

small, relatively flat objects such as cuneiform tablets or cameos with fine details and potentially 

reflective surfaces.  Because the Mini-Dome is compact, it can be easily transported to the user, so 

objects need not be lent out to an external site for acquisition.  The typical usage scenario is: 

1. Place the object in the centre of the Mini-Dome 

2. Acquire data using the fully automated acquisition process 

3. Calculate normal and surface reflectance data based on the raw images 

4. Construct a 3D model by integrating the surface normal data 

5. Ingest data into the 3D-COFORM repository 

4.3.1.1.3 Functional Requirements 

In this section, we derive functional requirements from the 3D-COFORM Mini-Dome acquisition scenario 

as described above. 

Internal/Component Requirements 

Hardware requirements 

The Mini-Dome requires a surface approximately 1.5m wide and deep, and reliable power.  A modern PC 

(desktop or laptop) and graphics card are necessary to perform the acquisition and processing. The 

dome itself is covered in black fabric, however extremely bright or variable room lighting should be 

avoided.  Additionally, the room must be cool enough to allow stable operation of the PC. 

 
Mini-Dome 

component 

3D artefact 
Digitization 3D artefact  

(texture maps + normal maps + 
3D mesh + BRDF) 

+ Metadata 
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Ingestion and retrieval 

A custom ingestion tool is needed to gather the raw data in the proposed format and generate the 

provenance-data from measurement logs and user input. 

External/Integration Requirements 

What objects can be acquired? 

The objects must be small and relatively flat to fit inside the Mini-Dome. They must be physically 

movable, but do not need to be transportable off site.  The object will be successively lit by 260 LEDs 

over a space of several minutes. 

Ingesting acquisition data 

In order to ingest the raw data, a custom tailored ingest tool must be invoked. This tool generates an 

appropriate RDF file, containing the measurement metadata, which it will ingest along with the acquired 

data using the public RI-API (Repository Infrastructure - Application Programming Interface). 

4.3.1.1.4 Provided services 

The Mini-dome component is an acquisition system. It does not provide any service (in the form of 

functions stored in a library) to other 3D-COFORM components. 

4.3.1.1.5 Required services 

The following services are required by the custom tailored ingestion application. 

Ingestion of output data 

The 3D-COFORM RI must be able to ingest the output data (normal and texture maps, a 3D mesh, and 

3D mesh with BRDF (Bidirectional Reflectance Distribution Function)) along with corresponding 

provenance metadata. 

4.3.1.1.6 Used Data Types 

We discuss here only the data structures that are relevant for the communication with the RI and other 

3D-COFORM components (i.e. MeshLab and the Integrated Viewer Browser). In our process, we 

identified the following important data types: 

 Output Data: 

o Texture and Normal maps: The Mini-Dome outputs a set of texture and normal maps. 

These must be in standard 3D-COFORM format. The system currently outputs a (zipped) 

CUN file containing all this information. It is, however, not defined at this point whether 

this format will be accepted as a 3D-COFORM standard for this kind of data. The data 
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file must also be accompanied by a Metadata Repository (MR) Provenance Metadata file 

in standard 3D-COFORM format. 

o Textured 3D Mesh: The Mini-Dome outputs a textured 3D mesh of the scanned surface. 

This must be in standard 3D-COFORM 3D Mesh format and accompanied by a MR 

Provenance Metadata file in standard 3D-COFORM format. 

o 3D Mesh with BRDF: The Mini-Dome outputs a 3D mesh with BRDF of the scanned 

surface. This must be in standard 3D-COFORM 3D Mesh format and accompanied by a 

MR Provenance Metadata file in standard 3D-COFORM format. 

Error! Reference source not found. presents the data structures that are relevant for the interaction of 

the Mini-Dome Scanner component with the RI (the only 3D-COFORM component with which this 

component is envisaged to interact). 

 

Data Type 

Output Texture and Normal maps CUN file 

Output Texture and Normal maps 

Metadata 

3D-COFORM standard Metadata XML file 

Output Textured 3D Mesh 3D-COFORM standard 3D mesh format (TBD) 

Output Textured 3D Mesh 

Metadata 

3D-COFORM standard Metadata XML file 

Output 3D Mesh with BRDF 3D-COFORM standard format for 3D mesh with BRDF (TBD) 

Output 3D Mesh with BRDF 

Metadata 

3D-COFORM standard Metadata XML file 

Table 2: Data Types used by the Mini-Dome component for its interaction with the RI. 
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4.3.1.1.7 Interfaces with the Repository Infrastructure (RI) 

 

Figure 9: Data flow between the Mini-dome component and the RI. 

The interface of the Mini-Dome with the RI is as follows (see Figure 9): 

Input from RI: 

None. 

Output from RI: 

Ingestion of CUN file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 

Ingestion of Textured 3D Mesh file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 
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Ingestion of 3D Mesh with BRDF file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 

4.3.1.1.8 User Interface 

Due to the differences between the acquisition- and processing-step there will be two distinct user 

interfaces, designed for the needs of the respective step. See figures Figure 10 and Figure 11. 

 

Figure 10: The Mini-Dome and acquisition software 

 

Figure 11: The Mini-Dome viewer 
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4.3.2 T4.3 ɀ Work performed at UBonn  

In the first 12 months of the 3D-COFORM project, UBonn has performed the task of establishing the 

specifications for the Multiview Dome component. Furthermore, several improvements in the Multiview 

Dome hardware and software have been made over the first year which will allow faster and more 

reliable measurements with higher quality. The measurement setup was improved by using new 

cameras with a higher spatial sensor resolution of twelve mega-pixels. This should allow acquisition of 

CH artefacts with higher accuracy and preservation of more ƻŦ ǘƘŜ ƻōƧŜŎǘΩǎ details. Further progress has 

been made in the direction of handling the enormous amount of measurement-data. Through the use of 

better parallelization and by starting to process the data, while the measurement is still running, the 

overall measurement time of a flat material-sample could significantly be reduced from the order of 

magnitude of a few days to a few hours. We are confident that we can also exploit these results in the 

3D object acquisition. 

4.3.2.1 Multiview Dome: Functional Specifications  

4.3.2.1.1 Purpose 

The purpose of the 3D-COFORM Multiview Dome component is to acquire a 3D geometry along with a 

surface material representation from regular or optically complicated movable cultural heritage objects. 

For that means, the Multiview Dome device captures a huge number of digital images under different 

well-defined viewing- and lighting-angles and exposure values. The acquisition process has to be carried 

out by a trained operator. 

This component will enable the acquisition of objects that would be difficult to obtain using traditional 

3D measuring techniques. Furthermore, it allows the creation of a high quality representation of the 

surface-material's meso-structure and reflectance-behaviour in the form of a Bidirectional Texture 

Function (BTF). 

The obtained models of the object's 3D geometry and surface material can then be ingested along with 

all necessary metadata into the 3D-COFORM RI. 

 

Figure 12: Illustration of the purpose of the 3D-COFORM Multiview Dome 
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movable 3D artefact 

digitized 3D artefact with BTF 

+ material BTF model(s) 



  3D-COFORM D.4.1 (PUBLIC) 

30 

 

4.3.2.1.2 Use Scenario 

The CH professional wants to digitize a CH artefact for later reasoning, reconstruction, post-processing, 

sharing or presentation in a museum kiosk-viewer. There are two important reasons for the CH 

professional to use the Multiview Dome: 

 The emphasis is not only on a precise digitization of the 3D shape of the object, but also of the 

surface's materials, i.e. physically correct reflectance behaviour. 

 The object consists of complicated materials, such as shiny metals, gems or textiles, preventing 

the object from being digitized correctly with traditional scanning approaches. 

The typical proceedings for acquisition are: 

1. place the CH artefact in the centre of the Multiview Dome 

2. adjust the cameras, so the complete object is covered 

3. perform a geometric calibration of the cameras (the object has to be removed and placed in the 

centre again in order to do so) 

4. perform a full acquisition of the object under different lighting and viewing directions and ingest 

the data 

5. reconstruct the 3D shape of the object and ingest the data 

6. reconstruct the surface material of the object and ingest the data 

4.3.2.2 Functional requirements  

In this section, we derive functional requirements from the 3D-COFORM Multiview Dome acquisition 

scenario as described above. 

Internal/Component Requirements 

Hardware requirements 

To achieve a correct sampling of the material's reflectance behaviour, the Multiview Dome has to be 

operated in a completely darkened room with minimal inter-reflections by walls, floor or ceiling (e.g. 

walls covered with black fabric). Sufficient cooling is necessary for the cameras to produce optimal 

results. 

Fast computers with Compute Unified Device Architecture (CUDA) compatible Graphics Processing Units 

(GPUs), sufficiently large memory and disk-space are needed to perform processing of the raw data in 

reasonable time. 
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Ingestion and retrieval 

A custom ingestion tool is needed to gather the raw data in the proposed zip-format and generate the 

provenance-data from measurement logs and user input. 

External/Integration Requirements 

What objects can be acquired? 

The objects have to be moveable, so they can be placed inside the Multiview Dome device. 

Furthermore, the objects must not be bigger than 25x25x25cm³, so all camera-views cover the complete 

object. There will be no general limitations in geometric complexity or surface reflectance behaviour. 

Please note, that the object will be exposed to flash lighting n x 151 times, n being the number of Low 

Dynamic Range (LDR) steps necessary to cover the dynamic range of the object's material (typically 

around 3). 

Ingesting raw measurement data 

In order to ingest the raw data, a custom tailored ingest tool must be invoked. This tool generates an 

appropriate RDF file, containing the measurement metadata, and a zipped file, containing all the raw 

measurement data. In the end it will ingest the zip-file along with the metadata using the public RI-API. 

Processing measurement data to acquisition data 

Using the Dome Processing Software the user can generate a 3D geometry and a surface material 

representation in the form of a Bidirectional Texture Function (BTF), using previously retrieved or 

recorded raw measurement. 

In the course of the processing step, the initial automatically-reconstructed 3D geometry may be refined 

manually using MeshLab. This will result in different intermediate 3D geometries, which also need to be 

ingested into the 3D-COFORM Repository. Manually refined 3D geometry and metadata about the 

manipulation are ingested from MeshLab. 

Ingesting 3D mesh model and BTF material 

Finally, the user should be able to ingest the resulting 3D geometry and BTF into the 3D-COFORM RI. The 

ingestion must include required provenance metadata. 

The mesh should be presented in a 3D-COFORM standard format, so that as many other 3D-COFORM 

components as possible can use it (e.g. MeshLab, Integrated Viewer Browser, Shape-Based Searching). 

Finally, the system should enable the user to ingest the model along with required metadata (including 

provenance data) in the 3D-COFORM RI. 

The component should therefore output such a representation in a suitable format that can also be 

displayed in high quality in real-time. This output will be a compressed version of the densely sampled 
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Bidirectional Texture Function of the object. The compressed BTF should be ingested into the 3D-

COFORM RI along with the digital 3D geometry and available metadata. 

One set of parameters is stored as provenance data along with the raw measurement data, while other 

metadata that is generated later will be stored when ingesting the final 3D mesh and compressed BTF. 

4.3.2.2.1 Use cases 

After analyzing the user requirements, it is now possible to define the Use Case diagram for this 

component. The use cases indicate typical scenarios of how the CH professional can interact with the UI 

of each component. There is also an activity diagram (see Figure 16), showing the typical flow of 

interactions. 

 
 

Figure 13: Multiview Dome use cases. 
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Calibrate device 

First, the user might want to re-calibrate the device, depending on the object to be digitized. 

Start measurement 

The user starts the measurement process, which takes up to several hours. 

Abort measurement 

In case of a problem, incorrect positioning of the artefact or for other reasons, the user might want to 

abort the lengthy measurement process, with the option to start another measurement afterward. 

Ingest measurement data 

Once the acquisition has finished, the user wants to ingest the recorded raw measurement data. 

Retrieve old measurement data 

The user might want to start the processing of previously ingested measurement data, instead of 

acquiring a new object. 

Reconstruct 3D mesh 

Using the measurement data, either acquired or retrieved, the user will want to reconstruct a 3D mesh 

of the measured object. 

Refine 3D mesh 

As automatically reconstructed meshes might need some cleaning up, the user may want to use 

MeshLab for that. 

Reconstruct BTF 

The user will want to reconstruct the BTF, using the measurement and the 3D mesh. 

Ingest reconstructions 

Finally, the user will want to ingest the reconstruction results. 

4.3.2.2.2 Provided services 

Being an acquisition system, the Multiview Dome does not provide any service to the other 3D-COFORM 

components. 
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Figure 14: Integration of Multiview Dome in 3D-COFORM Framework (with data-flow) 

4.3.2.2.3 Required services 

Ingestion of raw measurement data 

The user should be able to ingest the raw measurement data into the 3D-COFORM RI. Our component 

will compress the measurement-data into a zip-file to make it more manageable and make use of the RI-

API calls to ingest the bundled data. 

Search / Retrieval of raw measurement data 

In order to process previously recorded Multiview Dome measurements, stored in the RI, the user needs 

to be able to retrieve the raw data and then use it in the Dome Processing Software. The retrieval must 

be done using the 3D-COFORM Integrated Viewer Browser or other 3D-COFORM Searching and 

Browsing tools. From there the user should be able to select the measurement to be processed and 

launch the Dome Processing Software with it. 

Ingestion of 3D geometry data 

The user must be able to ingest 3D meshes, created by the Dome Processing Software, into the 3D-

COFORM RI along with appropriate metadata. 

Manual refinement of automatically generated 3D mesh 

The MeshLab component, provided by ISTI, should be able to retrieve an intermediate 3D geometry 

from the 3D-COFORM Object Repository (OR), support manually refinement and editing and ingest the 

resulting 3D geometry again, in a format that can be further processed by the Dome Processing 

Software. 
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Ingestion of BTF materials 

The user must be able to ingest a BTF material into the 3D-COFORM RI along with appropriate 

metadata. 

4.3.2.2.4 Used Data Types 

Internal Data Types 

In addition to the IO Data Types, described in the next section, the Multiview Dome also uses some 

intermediate data formats and types that are not part of any output. 

To be able to work with high dynamic range images, the low dynamic range JPG images, which are 

directly measured by the cameras, are combined into EXR files. 

Furthermore, for the matrix factorization based BTF compression methods, an uncompressed version on 

the full BTF matrix has to be stored either in memory or in temporary scratch files on disk. 

Finally, different 3D mesh reconstruction algorithms might need additional data structures, such as 

voxel-grids.  

IO Data Types 

We discuss here only the data structures that are relevant for the communication with the RI and other 

3D-COFORM components (i.e. MeshLab and the Integrated Viewer Browser). In our process, we 

identified the following important data types: 

 Output Data: 

o raw Multiview Dome measurement data: a zipped folder, containing a hierarchy   of the 

digital images (JPEGs), captured under the different view- and light-directions and 

exposure values, as well as a XML-file describing the acquisition setup in detail. 

o 3D mesh (in 3D-COFORM standard format): in a/the standard 3D-COFORM mesh format. 

o surface material(s): as compressed BTF binary format (provided by UBonn). 

Within the 3D-COFORM Integrated Viewer Browser (IVB), some specific data structures will be required 

for the retrieval and viewing. 

 In order to provide a meaningful preview of raw measurement data, the IVB should support 

reading ZIP-files as well as displaying JPEG-files. 

 To display already processed acquisition data, the IVB has to read the standard 3D-COFORM 

mesh format and the compressed BTF binary format and support rendering of polygon meshes 

with a BTF Material Core (see T9.1) attached. 
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Table 3 presents the data structures that are relevant for the interaction of the Multiview Dome 

component with the RI (the only 3D-COFORM component with which this component is envisaged to 

directly interact). 

 

Data Type 

Output Raw Measurements  ZIP file 

Output Raw Measurements 

Metadata 

3D-COFORM standard Metadata XML file 

Input Raw Measurements ZIP file 

Output 3D Mesh 3D-COFORM supported 3D Mesh file 

Output 3D Mesh Metadata 3D-COFORM supported XML Metadata file 

Input 3D Mesh 3D-COFORM supported 3D Mesh file 

Output BTF 3D-COFORM supported BTF file 

Output BTF Metadata 3D-COFORM supported XML Metadata file 

Output 3D Mesh with BTF 3D-COFORM supported 3D Mesh with BTF file 

Table 3: Data Types used by the Multiview Dome 

for its interaction with the RI. 
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4.3.2.2.5 Interfaces with the Repository Infrastructure (RI) 

 

Figure 15: Data flow between the Multiview Dome component and the RI. 

For a more detailed view, including the integration of other components, please refer to Figure 14 

Input from RI: 

Retrieval of Raw Measurements ZIP file: 

Signature: retrieveFile(sessionticket, destinationDir, fileID); 

Retrieval of 3D mesh: 

Signature: retrieveFile(sessionticket, destinationDir, fileID); 

Output to RI: 

Ingestion of Raw Measurements ZIP file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 

Ingestion of 3D Mesh file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 
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Ingestion of BTF file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 

Ingestion of 3D Mesh with BTF file and corresponding MR-Metadata file in RI: 

Signature: ingestFile(sessionticket, filename, Data-OR-struct, MR-metadata-filename, MData-

OR-struct, consistencyAssertion); 

 

 

Figure 16: User activity diagram of the 3D-COFORM Multiview Dome component. Start either with a new 

measurement or retrieve raw measurement data from the RI. 

4.3.2.2.6 User Interface 

Due to the differences between the acquisition- and processing-step there will be two distinct user 

interfaces, designed for the needs of the respective step. See figures Figure 18 and Figure 19. 
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Figure 17: The Multiview Dome from the outside (left) and the inside (right) 

 

 

Figure 18: Sketch of Dome measurement GUI 

 

 

Figure 19: Sketch of 3D mesh reconstruction GUI 




















