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1 Executive Summary

The document presents the status of the work undesWPackage4 (WP4)¢ 3D Artefact Acquisition
at the end of the first year of activity of the 3DOFORM piject.

The activities ar@rogressingvell, following the original work plan, drafted in the project proposal and
in the contract. Most of the work planned for the first year was to design the specifications of the
different components developed by the padrs, addressing both internal requirements and
requirements resulting from their expectehtegration in the overall 3ELOFORM frameworkAll
milestones were accomplished in timé&lotably, the first alpha version of the improvedRC 3D
reconstruction serice, a first implementation of one of the componenis completed, although it has

not been made publiclgvailableyet.

No major problems or deviations were encountered during the first project year. The activities are going
to continue according to thplanasdescribed in the project contract.

2 Introduction, component description and integration

In this report, we present the advance made in the first 12 monththef3D-COFORMbroject These
mainly consisbf creating the specificationfor the componets, but also include some early research
achievements.

This document is orgardd as follows. SectioB reviews the overall objectives of WP4 as well as the
work that was planned for the first year of the IDMDFORM pject. Then, Sectiod presents the work

that was performed during this first year. The presentation is done per task and per partneagsip
following the structure of theoriginal Description of Work (). For each task, a section is devoted to
the analysis of the deviations between the work performed and the work planned, and an additional
section presents the path forward foh¢ second year of the project. Finallyy averall conclusion on

the first yea of work is given in Sectidh

It must be emphasized that a large part of the work performed by the different partners in this first year
aimed at developing the functional specifications of the GDFORM coponentsbeing developed as

part of WP4. These specifications are summarized in the sections on the work performed, but are
supplied in full detail in the (nepublic) appendices. These specifications not only address the internal
requirements of each indidual component, but also the requirements with respect to their integration
within the 3DCOFORM framework.
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3 WP 47 3D Artefact Acquisition z Detailed description
of work

This section reviews the overall objectives of AMP3D Artefact Acquisition as wellas the work that
was planned for the first year of the 3DOFORM project.

3.1 General objectives

The basic objective of WP4 is to provide groundbreaking technologies for the efficient and effective 3D
digitization of movable and immovable objects. Here, gémephasis lies on the ability to handle a wide
range of different objects and material types, on reducing the costs of digitization (both in terms of
equipment and time), and last but not least on the improvement of model quality. The objective is
subdivide into five tasks, adjusted to the requirements for the different types of objects and materials.
The task T4.1 is especiatlgalingwith immoveable heritage, while the tasks T4.2.4 handle different

kinds of movable heritageéhe goalof T4.5is solelythe acquisition of reflectance data.

3.2 First year work plan

The activity of WP4 3D Artefact Acquisition is subdivided into five tasks. The activity planned in the
first year for the five tasks Isabeen defined in the D document as follows.

T4.1¢ Immovable heritage

In the first 12 months of the 3TOFORM project, the team planned to first establish the functional
specifications for the component®ingdeveloped as part of T4.1. There are three components: (1) an
enhanced version of thARC 3DNebservce, amongst others providing an automatic registrationaof
complete textured model out of the registered depth maps and their corresponding im#g@es
colour-projection tool, allowingthe creation of high quality textures for a given 3esh from
uncalbrated images(3) a lasetbased 3D geometry and HPRigh Dynamic Rangixture scanner.

Additionally, thepartner KULplanned to provide an alpha release of the enhanced versi®xR& 3D
T4.2¢ Movable, regular objects: lthand scanning

In the first 12 months of the 3BCOFORM project, the team planned to establish functional
specifications for the componentseing developedis part of T4.2. There are three components: (1) an
in-hand scanning device that allows the digitization of@ipects by manipating themin front of the
scanner (2) a processing software component, dedicated telioe automatic registration and merged
rendering of the sample data; (3) a modified version of the Breuckm@necanner that can beand
held.
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T4.3¢ Movable, regularobjects: Domebased acquisition

In the first 12 months of the 3TOFORM project, the team planned to establish functional
specifications for the componentseing developedas part of T4.3. There are two components: (1) a
transportable minidome component, capable of estimating surface reflection properties and
reconstructing a 3D model through photometric stereo; (2) a multivimme component, providing a
combined photometriemultiview 3D object reconstruction.

T4.4¢ Movable, optically complicated objest

In the first 12 months of the 3TOFORM project, the team planned to establish functional
specifications for the componeiteing developedas part of T4.4: an extension of the T4.3 multiview
dome setup, to support new reconstruction techniques, captgrioptically complicated objects, i.e.
with reflective or transmissive materials.

T4.5¢ Reflectance Acquisition

In the first 12 months of the 3TOFORM project, the team planned to establish functional
specifications for the componentseing developedis mart of T4.5. There are three components: (1) an
extension of theARC 3Dreconstruction Webservice aiming to derive additional surface reflection
information from points seen in different images; (2) a BBIirectional Texture Functiorsampling

and (muti-scale) synthesis component, allowing the extraction of materials from measured objects and
synthesizing BTFs from photographs; (3) a new robustucalata acquisition component, capable of
working in unconstrained environments (i.e.tnmderlaboratory conditions).

4 Work performed

The work performed in the first year of activitydsscribedin the following, focusing on each single
task.

4.1 Task 4.1 z Immovable heritage

In the first 12 months of the 3WOFORM project, the partners of Task 4.1 have eskadli the
specifications of the components they are developing as part of this fEls&n, work has been
performedby KULn developing an algorithm for the actual reconstruction of a (if possible) closed 3D
mesh with texture from the output oARC 3D

4.1.1T4.1 z Work performed at KUL

In the first 12 months of the 3BOFORM project, KUL pesformed the following tasks.
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4.1.1.1 ARC 3D Functional Specifications

The functional specifications of the enhanc@&RC 3Dcomponent have been establishetldresing

both componen-specific and 3BLOFORM integration requirements. Some of these specifications were
derived from our own analysis of the requirements as well as from the feedback obtained from some
frequent users of the system (ssection4.1.1.2below). The main requirements for the enhanc&BC
3Dcomponentinclude

(1) Removal of some constraints on the input data (itlee current system requires the input
imagesto be submitted as sequenceandthey must all have the sanmical length);

(2) Improvedcolouring2 ¥ G KS NI y3S Yl LA 260GFAYSR TFzddurSt OK
must be calculated by taking into account tbe@lourinformation in all images that contributed
to its calculation;

(3) Productionof a textured 3D mesh model of theeconstructed scene, instead of the set of
registered meshes currently obtained (bfeshLab from the calculated depth maps.

The detailed Functional Specifications of thieC 3[@omponent can be found ithe nonpublic
Appendix.

4.1.1.2 ARC 3D User Feedback

Frequent users of theARC 3DWebservice were interviewediginga guestionnaire) to obtain feedback

on the usefulness but also limitations and expected improvements to the system. Overall, it appears
that ARC 3Ds definitely a useful tool because it enablés ¢ombination withMeshLab some 3D
reconstruction at no cost, and with minimal requirements (a camera, a standard computer and an
internet connection). Nonethelessisers have pointedut some limitations that we intend to address.

The main onesan be tanslated into thefollowing requirements

¢ Reduce the constraints on the input data (i.e. images in a sequamckwith constant focal
length);

e Provide detailed feedback in the case of reconstruction error;

e Improve reconstruction quality, particularly fapn-textured areas.

The results of thigjuestionnairesurveywere presented aithe 3D COFORM User Feedback Workshop at
the 2009 VAST Conference. These requests were taken into account in the list of requirements
established for the functional specificatis presented ithe nonpublic Appendix.

4.1.1.3 ARC 3D Implementation

An algorithm has been under development for the registration of the depth maps obtainedXR@3D
and the subsequent calculation of a (possibly closed) 3D mesh model of the acquired sstael (0f
the set of registered meshes currently obtainddough MeshLabfrom the calculated depth maps).
Some promising results have been obtained as showkigarel below. The algorithm remains under

7
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development and thus has not been madeublicly availableyet. Furthermore, based on the time
performance that we achieve with it, we will either integrate it into tARC 3[processing (if it is fast
enough, or replace the curren¥leshLalplug-in with it (if it istoo slow).

(b)

Figurel: Example ofresults obtained with thé&RC 3@extured mesh reconstruction algorithm under
developmernt (a)two of theinput images; (b) depth maps calculated for theae® images; and (c) the
reconstructed 3D model of the scene.

8
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In addition, some preliminary work has been conducted in improving the robustness &Rk 3D
service with respect to the inpudata. More precisely we have been working on removing the
constraints on the input data. The enhancBBC 3MWebservie will soonenable (1)the submission of
images with norconstant focal lengths but possibly with EX@xchangeable Image File Fornad}a,
and (2) the submission of images in random order. Note that the decision to conducpahisular
improvement to the systemesulted from the feedback from multiple current usersARC 3Dbut was
not defined in the original D& .

4.1.2T4.1 z Work per formed at ISTI -CNR

The focus of the first year activity in T4.1 was to contribute to the specifications oARE 3D
component (an effort lead by KUL and described in the previous subsection), contributing to the
specifications for th&olourProjection omponent.

In the first 12 months of the 3BOFORM project, ISCNR hagoncentratedon new algorithms for
acquiring and mappingolour information (described in detail ifask 4.5 Reflectance Acquisition
These will beintegratedlater with the design of T4.1.

4.1.3T4.1 z Work performed at _Spheron

In the first 12 months of the 3BOFORM projecgpheronhas performed the task of establishing the
specifications for the Spheron Scanner component.

4.1.3.1 Spheron Scanner: Functional Specifications
4.1.3.1.1 Purpose of theSpheron Sanner @mponent [ssc]

The purpose of th&pheronscannercomponentis to enable &Cultural Heritage@H expert to digitize
non-moving objects in both geometrnand texture.

spheron
scanner digitization

immoveable

object component

Figure2: lllustration of the purpose of tHgpheron scanner component [ssc].
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4.1.3.1.2 Use Scenario
How will acquisition take place?

Whenon location, the[ssc]g A f € LINS&aSyd AdGasStF G, 2equirikgSotdzsicB NI | & |
more but to switch it on, to insert the operators signature card, provide authentication and then to

press the capture button. After performing a self calibration, fesc]will scan both geometryand

texture and store the correspormg rawdata on a norvolatile memory.

Figure3: an artis@ impression of the [ssc].
4.1.3.1.3 Functional requirements / internal / external
What doesit meanfor the [ssclto digitize?

The[ssc]shall delivel3D-coordinates (X,Y,Andcolourvalues (R,G,B) for surface elements in direct line

of sight from the scanner and within a given radius around the scanner. The geometry is given in the
coordinate system of the scanner and as a floating point triple. The texture is givenoasiragfpoint

value for RGB and shall cover a high dynamic range. The challenges are the apat@ilorimetric
accuracy, their dynamic range and resolution, and the quality of the correspondence between geometry
and texture.

What are immoveableobjects?

Objects are expected to be stationanyn(noveable)on both the time and the spatial scale of the
acquisition process [minutes; mm] and to have a significant diffuse reflection component in order to

10
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scatter somelight (e.g. no glass, transparent liquidsy, etc. ), which is sent from the scanner to the
object (to measure its distance).

What else will be acquired?

Apart from the captured data and the devicalibration and-metadata, the[ssc] ¢ A f al Olj dzA N.
localization (date, positionand time, by usingGPS) andauthentication (digital signatures for the
data/metadata; by applyingtandard cryptographic methods).

What will happen post acquisition?

The operator will have to download the [ssc].raw data from the device and import it into a dedicated
post piocessing engine (the ssmngine).

What will the sseengine do?

The ssengine will transform thgssclraw data into an intermediatéthe [ssd.intermediate). During
this step, the device fundamental calibratiolata and the sk-calibration data is applae

What are the requirements to the intermediate fifflormat?

The [ssclintermediate has to be suited to transport the R&BZ points, the devigeoperator and
locationmetadata, the digital signature and eventually some deviceppoEessing provenanceata.
We want all this informaton to exist in one single filaye want it to open it fast; andwe want it to
compress losslebs

Which file format / architecture will be used for the intermediate file?

We will use OpenEXR fiifils all the requirementamentioned above.n addition, it is an open, well
documented and welsupported standard. For more information on OpenEXR, wisit..openEXR.org
For a summary on the advantages of OpenEXRSse&on8 Appendix A For an illustration of the
intended workflow, sed-igure4: data flow.

11
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Device NVM is now
filled with raw data,

environment - 5 (a ,spheron-RAW").
(geometry & HDR texture) setupdevice > sample environment 7
operator

The ,spheron-RAW*

is transferred to

SSsC

Intermediate File

3D-COFORM
OpenEXR caNs

META-data
+

OpenEXR ,blob*

Figure4: data flow
4.1.3.1.4 How to proceed to the 3BDCOFORM universe?

We will write a tool toingest the intermediate into the 3MOFORM repository. In addition we will
develop a tool to ingest the metadata for each intermediate file into theCZDFORM repository, for
additional information orthe interface to the RI, see Sectintérface with the Ribelow.

Also we will write aplug-in which allows the[ssclintermediate to be openedwith MeshLab for
additional information on thelugiy = & S S InfeKdcd Miatd Njp@s @

4.1.3.1.5 Provided Services (to other components)

As the[ssc]is an input device and the post processing is straight forward, it is expecte8ahaton will
not need toprovide a substantial service to other components, but we anticigatetributionsto an
Import-plug-in (for the [ssc]intermediatefile) for MeshLab

4.1.3.1.6 Needed Services (from other components)

We suggestcontributing to a FileOpen Plugn for MeshLab The plugin would have to open an
[ssclintermediate and hand over a list of caled points toMeshLab seesectioninterface Data Types
below.

12
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4.1.3.1.7 Used Data types

Internal data types

Device Standard C/C++ data types
Sseengine standard C++/C# data types

I/O Data Types

Device RAW data

A proprietary kind ofBLOB (Binary Large OBjegith a proprietary file ending.

Postprocessingengine

For the intermediate file format: OpenEXR + specification for environment mafzsy/erz

Interface Data Types

MeshLabPlugin

Theplugin for MeshLalshall allav:

to select dsscjntermediate file

to check file integrity, do a file open

to choose a mip/map level (= resolution)

to read the3D-points (and eventually thetolour, see below)

to deliver the ®-points (and theilcolour?) into theMeshLakarchitectue

to identify a successful import infdeshLab

4.1.3.1.8 Interface with the RI

Once processed, the data ttie [ssc] needs to enter the 3DOFORM universé&igure5: data flow
between the [ssc] and the RI

13
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Spheron Scanner

component

w
O =
_c —
) 2
S| 2
o fo}]
o
C
o
[e)
o
@D
35
Y

() ()

c c =z

o (@]

RI

Figureb: data flow between the [ssc] and the RI.
From the datdlow diagram, it is seen that we need
1. A Container for thgssc]intermediate (a BLOB, binary large object)

2. An XML container for the recorded metadatag.
Acquisition metadata (who, when, where)
Acquisition User;
Acquisition Date/Time;
Acquisition Location;
Acquisition Digital Signature;
Device metadata (how):
Component;
Component Version;
Component Status;

Provenance data (what):

Captured Raw Dataraw data Hash Values;
Processing Information;

Object metadata (what, why)

14
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REMARKBased on the existence of a sample ingestion tool (from TU Graz), and an estimation from
FhGIGD it is assumed that an effort odibput) one week will be needed to compketa dedicated
GAaLIKSNRYé Ay3aSaldAazy G222t o

4.1.3.1.9 User Interface
The device will havihe following:
¢ MasterOn/Off-Button and a correspondinggsial (haptic, optic, acoustic).
e Acquire/StopButton and a corresponding signal (haptic, optic, acoustic).
e Touchscreen Icons for additional information parameterization
0o NVM capacity
0 GPS availability
o PINentry
0 expected uptime (battery)

o etc.

15
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The most relevant parameters are giverTiblel: functional specification of the [ssc]

segment parameter criteria remark
imaging spectral sensitivity Separation of visible spectrum intacalourtriple UV blocking filters, IR blocking filters|
(RGB).
full spherical resolution | More than 200 MPixel. Measured in an equirectangular
projection of spherical image

dynamic range >= 26 fstops For eachcolourchannel (RGB).
capture time Less than 2 minutes

3Dmeasurement | distance range nIpyY X wmMny | NB dzy R (i KefitreRS JA O

accuracy (radial

90% of values within +Bmm around &erage

For all values within distance range.

resolution (radial)

0,5 mm

For all values within distancange

distance acquisition
rate

More than 500 kSamples/sec.

full spherical scantime

Variable depending on required resolution.

to match the 200MPixel in RGB:
~ 3 Minutes (@ 1.0 MSamples/sec).

data storage

type

Non-volatile memory

HDD or SSD

capacity

More than 200 GByte

environment

temperature range

nc/ X nncl

www.openEXR.org).

humidity ME:? X pmE:xs y2y O2yRSya
mobility weight Less than 20 Kg Incl. cases, etc.
Pcs. Not more than 3.
energy Self contained / battery powered
postprocessing output file OpenEXR standard conform environmentmap (s{ X & aAE OdzoS T

channels (RGB+Z).

user interface

visible modlity

Signalg graphics display.

acoustic modality

Toned klicks.

haptic modality

touch(screen) / buttons /pressure points.

(vibration?)

with integrated-on silicon crypto engine & card
reader (secured by a private secret (PIN)).

localization GPS {GF yRFNRIZ & 2-fctice pdtafnetérK S| ~ 1..10m accuracy, depending on
various condions, Satellite
availability, reflections, etc.

authentication digital signatures { G yRHMRIK 2T ésigrathra dpgrdach| By signing the HASH val{@HA1/2) of

the captured data/devicelata/
metadata.

Tablel: functional specification of the [ssc]

16
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4.1.4T4.1 7z Deviation from work plan

The work plan for the first yeaof the project hasmainly been fulfilled according to the @V. Hence,

there is nosignificantdeviation at this momentln this first year, two major improvemente the ARC

3D processing algorithnmave been under investigation for: (1) reducing the constraints on the input
image set; and (2) reconstructing a (possitiysed) textured 3D mesh of the acquired scenes/objects
from the currently outputted depth maps. Someery promising resultshave been obtained.
Nonetheless, some improvements and testing remain to be done. These improvements have thus not
been madepublidy availableyet (through an upgrade of either the curre®RC 3DWebserviceor the
MeshLalplug-in).

4.1.5T4.1 7 Plans for the next period

o KUL

o will continue developing the two algorithms presented above and will make them
publiclyavailable.

e Spheron:

o will redize both PCBs and Ilelevel firmware for the RGB_module, the
embeddedPC_module, the ScanLight_module and the PhiDrive_module

o will finalize module development for the PHIdrive, a corresponding PHIdrive test
platform and perform validation/optimizatian

o will provide first experimental RGB test data sets in th&heron intermediate file
format.

e ISTICNR:

o will continue its activity in the two directions of both improving the support of the
output of the ARC 3Dreconstruction services, offering new functiditi@s for high
guality shape reconstructions inside MeshLab, and evaluating if the new acquisition and
mapping technologies for the production afolour meshes (see T4.5) could be
proficiently appliedo the data produced by the ARBD system.

4.2 Task 4.2 z Movable, regular objects: In -hand scanning

In the first 12 months of the 3WOFORM project, the partners of Task 4.2 have established the
specifications of the componenkeingdeveloped as part of this task.

17
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4.2.1T4.2 z\Work performed at ETHZ

In the first 12months of the 3BCOFORM project, ETHZ has performed the following tasks.
4.2.1.1 In-Hand Scanner: Functional Specifications

The functional specifications of the planned enhanceeH&émd Scanner component have been
established.In particular, his enhanced versiowill enable the recording of the manipulation of the
artefact during its acquisition, which is of interest for (1) recording what is a safe manipulation of that
artefact (for future manipulation), but also (2) for creating future simulations of the ushebbject

(e.g. showing how a tool is used). The full functional specifications of thearid Scanner component
can be found inhe Non Publidppendix

4.2.1.2 In-Hand Scanner: User Feedback

An interview was conducted with a CH expéot obtain feedback on theinterest, usability and
limitations of the current scanning system in the field. This showed the great interest of the interviewed
CH expert for this type of scanning system, in particular with respect to itstimealacquisition
feedback. The proposed tationality of tracking the manipulation of the afact was alsowell-
received Some limitations have also been identified that should be addressed such as the lack of
automated texturing of the output digital aefact (manual texturing is currently avatile). In addition, it

must be noted that the requirement to wear a glove aflifferent colar to the object (in case the
object has a similar calo than the human hand) has been reported not to be an issue, a&faats

must always be manipulated witHayes.

The results of this interview were presented at the-GDFORM User Feedback Workshop at the 2009
VAST Conference.

4.2.1.3 In-Hand Scanner: Online Loop Closure

The online loop closure problem inherent to this type of scanning approach (registration otatiase
range data (3D patcheéd)as been solved, so that the online model is of sufficiently high quality to serve
as the final model. This significant improvement to the system has been publish&d.ih1]

4.2.1.4 In-Hand Sanner: Hand Tracking

A method has been developed for trackiadhandin range data while it is interacting with an object.
This posed significant challenges: strong occlusions by the object as well@schedfons are the norm,
and classical anatomicabnstraints need to be softened due to the external forces between hand and
object. This work has been publishedT4.2.2]

18
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4.2.2T4.2 z \Work performed at ISTI -CNR

The focus of the first year activity in T4.2 was to contéltio the specifications of the thand scaning
component (an effort leadoy ETHZ and described in the previous subsection), contributing to the
specifications for the Colw Projection component.

In the first 12 months of the 3BOFORM project, ISTNRhasconcentratedon some new algorithms
for acquiring and mapping calo information (described in detail imask 4.%; Reflectance Acquisitign
These will béntegratedlater with the design of T4.2.

4.2.3T4.2 z \Work performed at BREU CKMANN

In the first 12 months of the 3TOFORM project, BREKIMANNas performed the task of establishing
the specifications fothe HandHeld Scanner component and carried out several tests to stabilize their
existing scanners.

4.2.3.1 Hand-Held Scanner: Functional Soecifications
4.2.3.1.1 Purpose

The purpose of the HardS f R { OF YYSNJ Aa G2 | 2 ¢ artéf&aS WhetedsS S ¢
aYFrff SN o5 202S00a &y Raderthirheshgd3sRnot guitabli fortlayger & A y
heavy objects or thosehich must not be moved. Furthermore, some objects, small or large, can simply
not be touched. Also, existing HighDefinition-8€anners, suitable for large objects, require the use of
tripod or camera stands. In most applications the time for the handling oftldesicedar exceeds that

for the acquisition
? 3D-COFORM
Hand-held Scanner
Component

Digital 3D mesh model
Physical 3D object + Metadata

Figure6: Input / Output of SBCOFORM Hanrdeld Scanner Component
4.2.3.1.2 Functional requirements for 3D-COFORM Integration

In this ®ction, we present the functional requirements of the Hareld Scanner with respect to its
integration in the 3BCOFORM framework. These requirements mainly refer to the output of the
component and its ingestion in the SDOFORM RI.

19
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3D mesh objectThe canponent outputs a digital textured 3D mesh model of the object. This 3D mesh
model must be presenteith a 3SDCOFORM standard format.

3D mesh object metadataThe component must create appropriate metadata (device, acquisition,
provenance and object metadal to be ingested along with the model in the-8FORM RI.

4.2.3.1.3 Provided services

The Haneheld Scanner provides a service for 3D digitization of objects @&otir). However, it does
not provide any service (in the sense of a library of functions) to ther& DCOFORM components

4.2.3.1.4 Required services

For the data acquisition itself, no services from the RI or any other component are required. However,
the ingestion of the output data requires some service from the Rl

Ingestion of 3D mesh model

The system mushe able to ingest a 3D mesh and appropriate metadata into th&C8BIFORM RI. For
each ingested object, the metadata will include Device, Acquisition, Provenadc®lgact metadata.
Note that whether the ingestion will be performed directly from the Hameld Scanner software or
from another applications not as yet defined

4.2.3.1.5 Used data types (for 10)

We discuss here the data structures that are relevant for the communication with the RI (the only
component with which the Hantleld Scanning component is esaged to interact).

Output Data:
3D mesh: in 3-LOFORM standard 3D mesh format.
Output 3D Mesh Metadata: a 3DOFORM standard Metadata XML file with the following information:
Device metadata:
DeviceName
DeviceVersion
Acquisition metadata (when, where
Organization,

User,
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Date/Time,
Location,
Object metadata (what):

Physical Object

4.2.3.1.6 Interfaces with the Repository Infrastructure (RI)

The interface of the HanHeld Scanner with the RI is as follows:

Hand-held Scanner

None

Component
w
S| &
= 3
5 | IS

None
S

RI

3D-COFORM D.4.1 (PUBLIC)

Figure7: 10 diagram for the Handeld Scanner component

Input from RI
None

Output to RI

3D MeshThe 3D mesh produced at the end of the scanning proglesg withcorresponding metdata

SignatureiingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData

ORstruct, consistencyAssertipn
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4.2.3.2 Stabilizing Tests

Previous tests with a commercial stabilizing system (steadycam) have shown that there is the possibility
to stabilize the Breuckmann scanners, which have a typical acquisittendf 1 sec / scan, for FOVs
larger than about 300 mm. Smaller FOWith a higher spatial resolution are more sensitive to
vibrations/movements and require a better stability. Another disadvantage is that the steadycam
system is quite expensive and heavy.

Tests with other approaches have clearly verified the necessity to reduce the acquisition time of the
scanner significantly.

Breuckmann also started with testing a cheap and d@asyse optical tracking system, which allows the
automatic preregistration of scans, recorded with unknown position of object and/or sensor. A
prototype of this system will be available within thext fewweeks.

Additional tests arebeing conducted to find the best compromise between the following conflicting
requirements:
- Highresolution
Quality and completeness of data
Weight and price of a stabilizing system
Reliability of recorded data
Acquisition time

These tests will be completed within tmext fewweeks. Based on the resuls concept of a stabilized
handheld scanner wh an optical tracking system for automatic pmegistration of scans will be
elaborated.

Concurrently different methods of accelerating data acquisition and evaluation by means of special
hardware components have been analyzed.

4.2 .4 Deviation from work plan

All partners have fulfilled their work plan for ehfirst year according to the M. ETHZeported some
very good progresq1) Speifications are established (Zhe loop closure problerhas been addressed
(not in the scope of theriginal D&V, but a sigricant improvement to the original system); (3)me
very good results in the tracking of a hand manipulating an object (in range imagery)alkeaey
produced.

4.2 5 Plans for the next period

e ETHZ
o will continue to improve the hand tracking system.

e ISTICNR
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o will evaluate if the new colar acquisition methodologies developedid.5 could be
adopted in the framework of ETHZ'sliand acquisition system to improve the quality
of the acquired color data.

e BREWCKMANN
o0 Finalizing the concept for a hatild scanner
0 Realizing a first prototype of a hateld scanner
0 Testing and evaluating the specifications of the haettl scanner
0 Realizing a first prototype of a legost optical tracking system

0 Testing and evaluating the specifications of this optical trackingsyst

4.3 Task 4.3 z Movable, regular objects: Dome -based acquisition

In the first 12 months of the 3WOFORM project, the partners of Task 4.3 have established the
specifications of the componenkbeingdeveloped as part of this task.

4.3.1T4.3 zWork performed at KU L

In the first 12 months of the 3BOFORM project, KUL has performed the task of establishing the
specifications for the MiADome component.

4.3.1.1 Mini-Dome: Functional Specifications
4.3.1.1.1 Purpose

The purpose of the Mi-Dome is to acquire the textures and normal psaof objects under multiple
lighting directions. This data can then be used in an application that enables the user to visualize a
virtual representation of the object in an environment where the user can change the lighting direction
manually (imagéaseal rendering). Additionally, it is possible to enhance edges and other irregularities
in the object surface. Unlike range scanners, i@i-Dome directly measures the reflectance of light
and surface orientations. While not the most efficient manner afuiiring complex3D geometry, it can
capture fineengraving and other details at much higher resolution than stereo triangulation scanners.
The analysis of the object is significantly improved within this virtual environment. It is also planned to
providea 3D reconstruction of the analyzed surface, providing further advantages for the presentation
of the results. A typical use of this tooltlse analysis otuneiform tablets or coins which have flat
surfaces with very small engraved detadsgy(text). Note that an important aspect of the Mi-Dome is

its portability.
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Mini-Dome
component

Digitization 3D artefact
3D artefact (texture maps + normal maps +
3D mesh + BRDF)
+ Metadata

Figure8: Input / Output of MiniDome Component
4.3.1.1.2 Use Scenario

A CH professional wishes to scan a set of a@bjavith small, engraved surface details. The acquired
geometry and maps of depth, surface normal, albedo, and reflectance may be used for the user's own
research or to share with theest of the CH community. TheifitDome is particular appropriate for
small, relatively flat objects such as cuneiform tablets or cameos with fine details and potentially
reflective surfaces. Because tiMini-Dome is compact, it can be easily transported to the user, so
objects need not be lent out to an external site faqaisition. The typical usage scenario is:

1.Place the object in the cere of the Mini-Dome
2.Acquire data using the fully automated acquisition process
3. Calculate normahnd surface reflectance data based on the raw images
4.Construct a 3D model by integratitige surface normal data
5.Ingest data into the 3ELOFORM repository
4.3.1.1.3 Functional Requirements

In this section, we derive functional requirements from theGDFORM MifDome acquisition scenario
as described above.

Internal/Component Requirements
Hardware regiirements

TheMini-Domerequires a surface approximately 1.5m wide and deep, and reliable power. A modern PC
(desktop or laptop) and graphics card are necessary to perform the acquisition and procé&ssng
dome itself is covered in black fabric, howewxtremely bright or variable room lighting should be
avoided. Additionally, the room must be cool enough to allow stable operation of the PC.
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Ingestion and retrieval

A custom ingestion tool is needed to gather the raw data in the proposed format aretagernthe
provenancedata from measurement logs and user input.

External/Integration Requirements
What objects can be acquired?

The objects must be small and relativelgt fto fit inside theMini-Dome. They must be physically
movable, but do not need toébtransportable off site. The object will be successively lit by 260 LEDs
over a space of several minutes.

Ingesting acquisition data

In order to ingst the raw data, austom tailoredingest tool must be invoked. This tool generates an
appropriate RDFI&, containing the measurement metadata, which it will ingest along with the acquired
data using the public RAPI(Repository Infrastructure Application Programming Interface)

4.3.1.1.4 Provided services

The Minidome component is an acquisition system. It does provide any service (in the form of
functions stored in a library) to other 3DOFORM components.

4.3.1.1.5 Required services
The following seli¢es are required by theustom tailoredngestion application.
Ingestion of output data

The 3BCOFORM RI must be abdeingest the output data (normal and texture maps, a 3D mesh, and
3D mesh with BROBIdirectional Reflectance Distribution Functipajong with corresponding
provenance metadata.

4.3.1.1.6 Used Data Types

We discuss here only the data structures that are relé¥anthe communication with the RI and other
3D-COFORM components (i.8leshLaband the Integrated Viewer Browser). In our process, we
identified the following important data types:

e Output Data:

0 Texture and Normal mapsfhe MiniDome outputs aet of texure and normal maps
These must be in standard 3SDOFORM format. The system currently ougauzipped)
CUN file containing all this information. I i®wever, not defined at this point whether
this format will be accepted as a IDOFORM standard forighkind of data. The data
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file must also be accompanied byvetadata RepositoryMR) Provenance Metadata file
in standard 3BCOFORM format.

0 Textured 3D MeshThe MiniDome outputs a textured 3D mesh of the scanned surface.
This must be in standard 3DOF®M 3D Mesh format and accompanied by a MR
Provenance Metadata file in standard -8IDFORM format.

o0 3D Mesh with BRDH:he MiniDome outputs a 3D mesh with BRDF of the scanned
surface. This must be in standard-8@FORM 3D Mesh format and accompanied by a
MRProvenance Metadata file in standard -8IDFORM format.

Error! Reference source not founghresents the data structures that are relevant for the interaction of
the Mini-Dome Scanner component with the RI (the onD-GOFORM component with which this
component is envisaged to interact).

Data Type

Output Texture and Normal maps | CUN file

Output Texture and Normal maps | 3D-COFORM standard Metadata XML file
Metadata

Output Textured 3D Mesh 3D-COFORM standard 3D mesimfiat (TBD)

Output Textured 3D Mesh 3D-COFORM standard Metadata XML file

Metadata

Output 3D Mesh with BRDF 3D-COFORM standard format for 3D mesh with BRDF (TE
Output 3D Mesh with BRDF 3D-COFORM standard Metadata XML file

Metadata

Table2: Data Types used by the MiDbome component for its interaction with the RI.
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4.3.1.1.7 Interfaces with the Repository Infrastructure (RI)

Mini-Dome
w —f + -
522| 54228
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RI

Figure9: Data flow between the Mirdome component and thil.
The interface of the MiADome with the RI is as follows (SEigure9):
Input from RI:
None.
Output from RI:

Ingestion of CUN file and corresponding MRtadata file in RI:

SignatureiingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consistencyAssertion

Ingestion of Textured 3D Mesh file and correspondingMRadata file in RI:

SignatureiingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consstencyAssertio)
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Ingestion of 3D Mesh with BRDF file and correspondindWdidata file in RI:

Signature:ingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consistencyAssertion

4.3.1.1.8 User Interface

Due to the differmces between the acquisitierand processingtep there will be two distinct user
interfaces, designed for the needs of the respective step.figaeesFigurel0andFigurell.

FigurelO: TheMini-Domeand acquigion software

1] Cuncifom viewer'd4 | ESAT, KliLewven =& ksl

CUNES 51-01-002

Figurell: TheMini-Domeviewer
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4.3.2T4.3 z Work performed at UBonn

In the first 12 months of the 3WOFORM project, UBonn has performed the task of establishing the
specificaions for the Multiview Dome componerfEurthermore, several improvements in the Multiview
Dome hardware and software have been made over the first ydach will allowfaster and more
reliable measurements with higher qualitffhe measurement setup was pmoved by using new
cameras with a higher spatial sensor resolution of twelve r@geals. This should alloacquisition of
CHartefacts with higher accuracy amuteservation oimore2 ¥ (i K S deRails#F &0l f2agress has
been made in the directioof handling the enormous amount of measuremataita. Through the use of
better parallelization and by starting to process the data, while the measurement is still running, the
overall measurement time of a flat matersample could significantly be redutdrom the order of
magnitude ofa fewdays toa few hours. We are confidemihat we canalsoexploit these results in the

3D object acquisition

4.3.2.1 Multiview Dome: Functional Specifications
4.3.2.1.1 Purpose

The purpose of the 3TOFORM Multiview Dome component isatmuire a 3D geometry along with a
surface material representation from regular or optically complicated movable cultural heritage objects.
For that means, the Multiview Dome device captures a huge number of digital images under different
well-defined vieving and lightingangles and exposure values. The acquisition process has to be carried
out by a trained operator.

This component will enable the acquisition of objects that would be difficult to obtain using traditional
3D measuring techniques. Furthernagrit allowsthe creation ofa high quality representation of the
surfacematerial's mesestructure and reflectancéehaviarr in the form of a Bidirectional Texture
Function (BTF).

The obtained models of the object's 3D geometry and surface material eanlth ingested along with
all necessary metadata into the 3SDOFORM RI.

Multiview Dome
component

digitized 3D artefact with BTF

(complicated) + material BTF model(s)
movable 3D artefact

Figurel2: lllustration of the purpose of theD-COFORM Multiview Dome
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4.3.2.1.2 Use Scenario

The CH professional wants to digitize aaCtdfactfor later reasoning, reconstruction, peptocessing,
sharing or presentation in a museum kieskwer. There are two important reasons for the CH
professional to use the Multiview Dome:

e The emphasis is not only on a precise digitization of thel&pe of the object, but also of the
surface's materials, i.e. physically correct reflectabebaviour

e The object consists of complicated materials, such as shiny metals, gems or textiles, preventing
the object from being digitized correctly with traidibal scanning approaches.

The typical proceedings for acquisition are:
1. place the CHrtefactin the cente of the Multiview Dome
2. adjust the cameras, so the complete object is covered

3. perform a geometric calibration of the cameras (the object has to beoxen and placed in the
centreagain in order to do so)

4. perform a full acquisition of the object under different lighting and viewing directions and ingest
the data

5. reconstruct the 3D shape of the object and ingest the data
6. reconstruct the surface materialf the object and ingest the data
4.3.2.2 Functional requirements

In this section, we derive functional requirements from the-GDFORM Multiview Dome acquisition
scenario as described above.

Internal/Component Requirements
Hardware requirements

To achieve a cord sampling of the material's reflectandehavioutr the Multiview Dome has to be
operated in a completely darkened room with minimal inteflections by walls, floor or ceiling (e.qg.
walls covered with black fabric). Sufficient cooling is necessaryhtorcameras to produce optimal
results.

Fast computers wittCompute Unified Device Architectuf@ UDAcompatibleGraphics Processing Units
(GPU} sufficiently large memory and dislpace are needed to perform processing of the raw data in
reasonable time.
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Ingestion and retrieval

A custom ingestion tool is needed to gather the raw data in the proposetbaipat and generate the
provenancedata from measurement logs and user input.

External/Integration Requirements
What objects can be acquired?

The objectshave to be moveable, so they can be placed inside the Multiview Dome device.
Furthermore, the objects must not be bigger than 25x25x25cms3, so all cavreaxa cover the complete
object. There will be no general limitations in geometric complexity or sarfaflectancebehaviour
Please note, that the object will be exposed to flash lighting1l51 timesn being the nhumber of.ow
Dynamic RangelLDR steps necessary to cover the dynamic range of the object's material (typically
around 3).

Ingesting raw masurement data

In order to ingest the raw data, a custom tailored ingest tool must be invoked. This tool generates an
appropriate RDF file, containing the measurement metadata, and a zipped file, containing all the raw
measurement data. In the end it wiligest the zigile along with the metadata using the publicA¥®I.

Processing measurement data to acquisition data

Using the Dome Processing Software the user can generate a 3D geometry and a surface material
representation in the form of a Bidirectiondlexture Function (BTF), using previously retrieved or
recorded raw measurement.

In the course of the processingegt the initial automaticallyeconstructed 3D geometry may be refined
manually usindMeshLab This will result in different intermediate 3i2ometries, whicltalsoneed to be
ingested into the 3BCOFORM Repository. Manually refined 3D geometry and metadata about the
manipulation are ingesteftom MeshLab

Ingesting 3D mesh model and BTF material

Finally, the user should be able to ingest theukting 3D geometry and BTF into the-GDFORM RI. The
ingestion must include required provenance metadata.

The mesh should be presented in a-GDFORM standard format, so that as many othei{CEIFORM
components as possible can use it (deshLab Integrated Viewer Browser, Shafgased Searching).
Finally, the system should enable the user to ingest the model along with required metadata (including
provenance data) in the 3DOFORM RI.

The component should therefore output such a representation in a Blaéittormat that can also be
displayed in high quality ireattime. This output will be a compressed version of the densely sampled
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Bidirectional Texture Function of the object. The compressed BTF should be ingested into-the 3D
COFORM RI along with theithyy3D geometry and available metadata.

One set of parameters is stored as provenance data along with the raw measurement data, while other
metadata that is generated later will be stored when ingesting the final 3D mesh and compressed BTF.

4.3.2.2.1 Use cases

After analyzing the user requirements, it is how possible to define the Use Case diagram for this
component. The use cases indicate typical scenafid®wthe CH professional can interact with the Ul

of each component. There is also an activity diagram (Seere 16), showing the typical flow of
interactions.

Multiview Dome

calibrate device

start measurement

abort measurement

ingest measurement data

retrieve old measurement

reconstruct 3D mesh

CH professional

refine 3D mesh

reconstruct BTF

ingest reconstructions

Figurel3: Multiview Dome use cases.
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Calibrate device

First, the user might want to realibrate the device, depending on the obj¢atbe digitized.
Start measurement

The user starts the measurement process, which takes up to several hours.

Abort measurement

In case of a problem, incorrect positioning of theefact or for other reasons, the user might want to
abort the lengthy meas@ment process, with the option to start another measurement afterward.

Ingest measurement data
Once the acquisition has finished, the user wants to ingest the recorded raw measurement data.
Retrieve old measurement data

The user might want to start the peessing of previously ingested measurement data, instead of
acquiring a new object.

Reconstruct 3D mesh

Using the measurement data, either acquired or retrieved, the user will want to reconstruct a 3D mesh
of the measured object.

Refine 3D mesh

As automattally reconstructed meshes might need some cleaning up, the user may want to use
MeshLalfor that.

Reconstruct BTF

The user will want to reconstruct the BTF, using the measurement and the 3D mesh.
Ingest reconstructions

Finally, the user will want to ingethe reconstruction results.

4.3.2.2.2 Provided services

Being an acquisition system, the Multiview Dome does not provide any service to the otH@&®BORM
components.
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Communication with MeshLab via RI L/
Multiview Dome Dome Processing Software
Raw data: automatic BTF MeshLab
aw data: 3D mesh | |parametrization#| extraction (ISTI)
Dome (via RI) reconstruction & compression
device v o
3 o
3 5 w w
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3D-COFORM Repository Infrastructure (RI)

Figurel4: Integration of Multiview Dome in 3DOFORMr&mework (with dataflow)
4.3.2.2.3 Required services
Ingestion of raw measurement data

The user should be able to ingest the raw measurement data into thR€ GBORM RI. Our component
will compress the measuremedata into a zidile to make it more manageable amdake use of the RI
API calls to ingest the bundled data.

Search / Retrieval of raw measurement data

In order to process previously recorded Multiview Dome measurements, stored in the RI, the user needs
to be able to retrieve the raw data and then use itlie Dome Processing Software. The retrieval must

be done using the 3MOFORM Integrated Viewer Browser or other-GDFORM Searching and
Browsing tools. From there the user should be able to select the measurement to be processed and
launch the Dome Proceimg Software with it.

Ingestion of3D geometry data

The user must be able to ingest 3D meshes, created by the Dome Processing Software, inte the 3D
COFORM RI along with appropriate metadata.

Manual refinement of automatically generated 3D mesh

The MeshLabcomponent, provided by ISTI, should be able to retrieve an intermediate 3D geometry
from the 3DCOFORNDDbject Repository@R, support manually refinement and editing and ingest the
resulting 3D geometry again, in a format that can be further processethé®yDome Processing
Software.
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Ingestion of BTF materials

The user must be able to ingest a BTF material into theCABORM RI along with appropriate
metadata.

4.3.2.2.4 Used Data Types
Internal Data Types

In addition to the IO Data Types, described in the nextieecthe Multiview Dome also uses some
intermediate data formats and types that are not part of any output.

To be able to work with high dynamic range images, the low dynamic range JPG imaigbsare
directly measured by the cameras, are combined irK&Hiles.

Furthermore, for the matrix factorization based BTF compression methods, an uncompressed version on
the full BTF matrix has to be stored either in memory or in temporary scratch files on disk.

Finally, different 3D mesh reconstruction algorithméght need additional data structures, such as
voxelgrids.

IO Data Types

We discuss here only the data structures that are relevant for the communication with the RI and other
3D-COFORM components (i.8eshLaband the Integrated Viewer Browser). In oprocess, we
identified the following important data types:

e Output Data:

o raw Multiview Dome measurement data: a zipped folder, containing a hierarchy of the
digital images (JPEGSs), captured under the different viamd lightdirections and
exposure valug, as well as a XMile describing the acquisition setup in detail.

0 3D mesh (in 3LLOFORM standard format): in a/the standardGDFORM mesh format.
o surface material(s): as compressed BTF binary format (provided by UBonn).

Within the 3ADCOFORM Integratediewer Browser (IVB), some specific data structures will be required
for the retrieval and viewing.

e In order to provide a meaningful preview of raw measurement data, the IVB should support
reading ZIRiles as well as displaying JPH€s.

e To display alrady processed acquisition data, the IVB has to read the standasdCFBORM
mesh format and the compressed BTF binary format and support rendefipglygon meshes
with a BTF Material Core (s&8.]) attached.

35



3D-COFORM D.4.1 (PUBLIC)

Table 3 presents the data structures that are relevant for the interaction of the Multiview Dome
component with the RI (the only 3DOFORM component with which this component is envisaged to
directlyinteract).

Data Type

Output Raw Measurements ZIP file

Ouput Raw Measurements 3D-COFORM standard Metadata XML file
Metadata

Input Raw Measurements ZIP file

Output 3D Mesh 3D-COFORM supported 3D Mesh file
Output 3D Mesh Metadata 3D-COFORM supported XML Metadata file
Input 3D Mesh 3D-COFORM supported 3D Meib

Output BTF 3D-COFORM supported BTF file

Output BTF Metadata 3D-COFORM supported XML Metadata file
Output 3D Mesh with BTF 3D-COFORM supported 3D Mesh with BTF file

Table3: Data Types used by the Multiview Dome
for its inteaction with the RI.
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4.3.2.2.5 Interfaces with the Repository Infrastructure (RI)

Multiview Dome component
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Figurel5: Data flow between the Multiview Dome component and the RI
For a more detailed view, including the integration di@t comnents, please refer tbigurel4

Input from RI:

Retrieval of Raw Measurements ZIP file:

Signature: retrieveFil¢sessionticket, destinationDir, filelD);

Retrieval of 3D mesh:

Signature: retrieveFil¢sessionticket, destinanDir, filelD);
Output to RI:

Ingestion of Raw Measurements ZIP file and correspondind/giadata file in RI:

Signature: ingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consistencyAssertion

Ingestion of 3D Mdsfile and corresponding MRletadata file in RI:

Signature: ingestFilegessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consistencyAssertion
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Ingestion of BTF file and corresponding-MBtadata file in RI:

Signature: ingestie(sessionticket, filename, DataRstruct, MRmetadatafilename, MData
ORstruct, consistencyAssertion

Ingestion of 3D Mesh with BTF file and correspondingNiéfadata file in RI:

Signature: ingestFilegessionticket, filename, DataRstruct, MRmetadaa-filename, MData
ORstruct, consistencyAssertion

use Dome to visual hull
measure new artifact
Continuous Global
Optimization

ingest
> multiview ingest <
[ specularity 3D mesh

choose
reconstruction
mode

raw measurement data

retrieve
raw measurement data

¢ result

refinement
in MeshLab

result not ok

result ok

parametrization
3D mesh result ok m
result
N-mode SVD not ok
BTF extraction choose BTF Full Matrﬁx compressed
compression Factorization BTF
. result
. ok
SVBRDF ingest
estimation compressed BTF

Figurel6: User activitydiagram ofthe 3SDCOFORM Multiview Dome component. Start either with a new
measurement or retrieve raw measurement data from the RI.

4.3.2.2.6 Usea Interface

Due to the differences between the acquisitioand processingtep there will be two distinct user
interfaces, designed for the needs of the respective step.figaeesFigurel8 andFigurel9.
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Figurel7: The MUtiviewDome from the outside (left) and the inside (right)
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camera 001 — ok - Dome initialized
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Figurel8: Sketch of Dome measurement GUI
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Figurel9: Sketclof 3Dmeshreconstruction GUI
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